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Abstract—Identifying moving objects is an essential capability
for autonomous systems, as it provides critical information for
pose estimation, navigation, collision avoidance, and static map
construction. In this paper, we present MotionBEV, a fast and
accurate framework for LiDAR moving object segmentation,
which segments moving objects with appearance and motion
features in the bird’s eye view (BEV) domain. Our approach
converts 3D LiDAR scans into a 2D polar BEV representation to
improve computational efficiency. Specifically, we learn appear-
ance features with a simplified PointNet and compute motion
features through the height differences of consecutive frames of
point clouds projected onto vertical columns in the polar BEV
coordinate system. We employ a dual-branch network bridged
by the Appearance-Motion Co-attention Module (AMCM) to
adaptively fuse the spatio-temporal information from appearance
and motion features. Our approach achieves state-of-the-art per-
formance on the SemanticKITTI-MOS benchmark. Furthermore,
to demonstrate the practical effectiveness of our method, we
provide a LiDAR-MOS dataset recorded by a solid-state LiDAR,
which features non-repetitive scanning patterns and a small field
of view.

Index Terms—Semantic Scene Understanding, Deep Learning
Methods, LiDAR Moving Object Segmentation

I. INTRODUCTION

DYNAMIC objects such as pedestrians, cyclists, and moving
vehicles are frequently present in traffic scenes. They can

cause errors in localization and mapping [33, 6], and hinder
downstream tasks like obstacle avoidance [14] and path plan-
ning [22]. In this context, online moving object segmentation
(MOS) plays a critical role in enabling autonomous systems
to obtain a more accurate perception of the environment and
make reliable decisions.

This paper focuses on the task of LiDAR moving object seg-
mentation (LiDAR-MOS), which involves identifying objects
in a scene that are currently in motion using LiDAR (Light
Detection and Ranging) sensors. This task is challenging due
to the sparsity, uncertain distribution, and the noise of LiDAR
point cloud, as well as the complexity and diversity of dynamic
scenes. To fully understand the dynamics of the environment,
it is necessary to exploit 4D spatio-temporal information from
sequential LiDAR frames.
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Some map cleaning methods [16, 21] reject moving points
with geometry information, but they often rely on global maps
and can only run offline. Recent approaches leverage learning-
based methods for map-free moving object segmentation.
Some point-based methods [23, 29] extract features directly
from the sequence of point clouds, but these methods typically
require a significant amount of computational resources and
are not suitable for real-time applications. Chen et al. [5]
proposed LMNet, a method that leverages residual range
images to capture temporal information and aligns features
through direct concatenation. However, range view (RV) based
methods may suffer from boundary-blurring issues resulting
from back-projection, and the motion cues derived from
residual range images may not be optimal for representing
temporal information due to their sensitivity to changes in
distance. Moreover, the direct feature alignment of multi-
modality features can be limited in accuracy due to redundant
and invalid information in motion features. Some subsequent
studies [28, 17] have attempted to enhance the fusion of
spatial-temporal information by introducing attention mecha-
nisms and incorporating semantic information. However, these
approaches still heavily rely on the quality of the motion
features, resulting in decreased accuracy when motion features
are of poor quality.

Motivated by the aforementioned challenges, we propose a
Bird’s Eye View (BEV) based moving object segmentation
method called MotionBEV. We convert 3D LiDAR point
clouds into a 2D BEV representation to improve computational
efficiency. The BEV representation maintains a consistent
object size regardless of distance and has better spatial con-
sistency compared to the RV representation. Such a view can
provide a rich spatial context that is easy to interpret and
process.

The contributions of this paper are summarized as follows:
• We propose a bird’s eye view-based method that exploits

high-quality spatio-temporal information for LiDAR-
MOS from appearance and motion features. Specifically,
the method learns appearance features for each grid cell
in the polar BEV images using a simplified PointNet
[26], while extracting motion features through the height
differences of vertical columns. Temporal information
captured from such BEV-based motion features is robust
to distance changes.

• We design a dual-branch network bridged by the
Appearance-Motion Co-attention Module (AMCM) to
adaptively fuse appearance and motion features. To avoid
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excessive reliance on motion features, the AMCM dy-
namically assigns importance weights to appearance and
motion features to balance their contributions. Further-
more, the AMCM enhances appearance features using
motion features in an attention mechanism, ensuring that
the fusion of appearance and motion features is effective
and mutually reinforcing.

• The proposed method outperforms existing baselines on
the SemanticKITTI-MOS benchmark [5, 2], with 69.7%
IoU for moving class and an average inference time of
23ms (on an RTX 3090 GPU). In addition, we evaluate
our method on a dataset collected by a solid-state LiDAR
and demonstrate its practical effectiveness on LiDARs
with non-repetitive scanning patterns and small filed of
view.

Our code will be publicly available 1.

II. RELATED WORKS

While significant progress has been made in the field of
image and video-based moving object segmentation [32, 19,
13, 35], challenges still remain for LiDAR-MOS task due
to the sparse and uneven distribution of point clouds. This
chapter focuses on LiDAR-based moving object segmentation,
which can be broadly categorized into two main approaches:
geometry-based methods and learning-based methods.

A. Geometry-based Methods

Geometry-based methods do not require training data but
are typically offline and rely on pre-built maps. Lim et al. [21]
removes dynamic objects by checking the pseudo occupancy
ratio of each sector in the LiDAR scan and recovers the
ground plane through region growing. Schauer and Nüchter
[27] propose a ray casting-based method that estimates the
occupancy probability in the grid space to distinguish static
and dynamic points. To improve computational efficiency, the
visibility-based method [25] projects the point cloud onto a
range image, and clears dynamic points by comparing the
visibility difference between frames and maps. Kim et al.
[16] propose a remove-then-revert mechanism that iteratively
retains static points from mistakenly removed points using a
multi-resolution range image. Fan et al. [11] fuse ray casting-
based and visibility-based methods to achieve high-precision
dynamic object segmentation. Chen et al. [4] propose an
automatic annotation method, using clustering-based object
segmentation and tracking-based association to provide train-
ing labels for learning-based MOS. In general, these methods
are ideal for static map construction but are not suitable for
online MOS.

B. Learning-based Methods

Learning-based methods learn effective information directly
from data with trainable deep neural networks, enabling the
detection of dynamic objects without pre-built maps.

LiDAR semantic segmentation [34, 7, 15, 36] is a closely
related task to LiDAR-MOS. However, most semantic seg-
mentation methods can only distinguish between movable

1https://github.com/xiekkki/motionbev

and immovable objects, such as vehicles and buildings, but
cannot differentiate between moving and non-moving objects,
such as moving cars and parked cars. Scene-flow methods
[8, 20, 9] estimate 3D scene flow between consecutive point
clouds, enabling the identification of moving points. How-
ever, most scene-flow methods consider only two subsequent
frames, resulting in limited accuracy for slowly moving ob-
jects. Some point-based methods [23, 29, 18, 30] extract
temporal information directly from sequences of point clouds
to improve accuracy and generalization. However, due to
the high dimensionality of point clouds, these methods often
suffer from computational inefficiencies and limited real-time
performance.

Recently, Chen et al. [5] release a moving object seg-
mentation dataset and benchmark based on SemanticKITTI
[2]. At the same time, they propose LMNet, which extracts
temporal features from the residual range images for online
MOS. To better exploit spatio-temporal information, Sun et
al. [28] presents a dual-branch structure to separately process
spatial and temporal information and fuse them with motion-
guided attention modules. Kim et al. [17] design a network
that incorporates semantic information to further improve the
MOS performance. These methods all exploit spatio-temporal
information of range images, which can suffer from boundary-
blurring issues during the back-projection process and be
sensitive to changes in distance.

Compare to the range view projection, bird’s eye view
(BEV) projection provides a more intuitive representation of
object motion and spatial relationships in the scene. Mohapatra
et al. [24] introduced a BEV-based method that exploits the
disparity between two successive frames with a residual com-
putation layer. Although this method runs very fast, it exhibits
relatively low accuracy compared to RV-based methods. To
improve the MOS performance, our approach leverages grid
height differences between BEV images to extract effective
temporal information and uses a lightweight PointNet [26] to
learn appearance features for each vertical grid. The spatial and
temporal features are deeply fused with the appearance-motion
co-attention module. To handle complex scene changes, we
add co-attention gates [32] before the motion-guided attention
modules [19] to suppress the interference from redundant and
invalid information. Benefitting from the BEV representation,
our method achieves state-of-the-art performance without any
post-processing, while also offering faster computation com-
pared to range view-based methods.

III. PROPOSED APPROACH

In this section, we introduce our bird’s eye view-based
framework for moving object segmentation, whose overall
pipeline is illustrated in Fig. 1. First, in Section III-A, we
describe the projection of 3D LiDAR point clouds to the polar
bird’s eye view image. Then, we extract temporal information
by computing the height differences of the projected local
maps in Section III-B. The structure and modules of our
network are presented in Section III-C, and the details of our
network training are described in Section III-D.

https://github.com/xiekkki/motionbev
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Fig. 1. Overview of MotionBEV. For each LiDAR scan, we first partition the points into grids using the polar BEV coordinates. We push the scan into the
temporal window and transform all scans of the window to the current viewpoint. After N iterations of movement, we obtain the motion features with N
channels. We then pop the scan out and employ PointNet to learn the appearance features. The appearance and motion features are fed into a dual-branch
network bridged by AMCM to explore spatio-temporal information. Finally, the CNN outputs a quantized prediction and we decode it to the point domain.

A. Input Representation
Given the LiDAR scan of the ith frame in the point

cloud sequence, denoted as Si = {pj ∈ R4}M−1

j=0 , pj =

[xj , yj , zj , 1]
T , which contains M points represented in homo-

geneous coordinates, and the past N − 1 consecutive frames
Si−1, Si−2, ..., Si−N+1, the goal of MOS is to determine
which points in Si are actually moving. The current frame
Si provides appearance features for prediction, while the
consecutive N frames Si, Si−1, ..., Si−N+1 provide motion
features. First, we align the past frames to the viewpoint of Si

using the relative pose transformations T ∈ R4×4 estimated
by LiDAR odometry as:

S→i
i−n = {T i

i−npj | pj ∈ Si−n}, where

T i
i−n =

n∏
k=1

T i−k+1
i−n , n ∈ {1, 2, ..., N − 1}

(1)

To achieve online MOS, we project the 3D LiDAR points
onto 2D image coordinates. As suggested in [34], we adopt the
polar bird’s eye view for point cloud coordinate partitioning
to balance the uneven distribution of LiDAR points in space.
For each point pj = (xj , yj , zj) ∈ Si represented in Cartesian
coordinates, we use the following equations to convert it into
a representation in polar coordinates:ρj

θj
zj

 =


√
x2
j + y2j

arctan (yj , xj)
zj

 (2)

Each point pj is assigned to the corresponding grid of the
polar BEV image according to its polar coordinates:

S(u,v),i = {pj | pj ∈ Si,
ρmax − ρmin

w
· (u− 1) ⩽ ρj <

ρmax − ρmin

w
· u,

θmax − θmin

h
· (v − 1) ⩽ θj <

θmax − θmin

h
· v}

(3)

where S(u,v),i denotes all points of Si contained in the (u, v)th

grid, (h,w) are the height and width of the polar BEV image,
(θmax, θmin) are the maximum and minimum limits of the

angle, and (ρmax, ρmin) are the maximum and minimum
values of the distance. In the experiment section, we will study
the impact of the size of the BEV image on MOS performance.
The limits of angle and distance can be specified based on the
characteristics of the LiDAR sensor and environment.

B. Motion Features Generation

The generation of motion features aims to extract temporal
information from consecutive LiDAR frames to provide clues
for moving object segmentation. LMNet [5] achieves this by
calculating residual range images, but we found that these
images are not efficient in representing temporal information
due to their sensitivity to changes in distance. To address this
issue, we propose a method that involves calculating the height
difference between bird’s eye view images to generate motion
features.

To mitigate the effects of sparse point clouds, we refrain
from directly comparing differences between frames. Instead,
we maintain two adjacent temporal windows, Q1 and Q2, with
equal lengths of N2 = N/2, and generate motion features
by examining the height differences of corresponding grid
cells in Q1 and Q2. We first compensate for ego-motion by
relative pose transformation and align Q1 and Q2 to the current
local coordinate system. The polar BEV images are calculated
according to the partition results of Eq. (2) and Eq. (3), where
each pixel value I(u,v),i represents the height occupied by the
(u, v)th grid in Qi:

I(u,v),i =Max{Z(u,v),i} −Min{Z(u,v),i}, where

Z(u,v),i = {zj ∈ pj | pj ∈ Q(u,v),i, zmin < zj < zmax}
(4)

We obtain the region of interest by limiting the range of z to
the interval (zmin, zmax), which is the specific location where
moving objects like vehicles and pedestrians usually appear.
For the SemanticKITTI dataset, we take (zmin, zmax) =
(−4, 2). We subtract the projected BEV images I1 and I2 to
obtain the residuals:

D0
(u,v),i, D

1
(u,v),i−1, ..., D

N2−1
(u,v),i−N2+1 = I(u,v),1 − I(u,v),2,

DN2
(u,v),i−N2

, DN2+1
(u,v),i−N2−1, ..., D

N−1
(u,v),i−N+1 = I(u,v),2 − I(u,v),1

(5)



small residual large residual moving static

(a) RV-based (b) BEV-based (c) MOS label

Fig. 2. Visualization and comparison of range view-based motion features
(RV-based) and bird’s eye view-based motion features (BEV-based).

where Dk
(u,v),i represents the motion feature in the (u, v)th

grid of the kth channel for the ith frame. The value of k
is determined based on the frame’s position in the temporal
window. We shift both temporal windows to the next position
as each new frame arrives. Each frame stays within the
temporal window for N cycles, thus ensuring that the motion
features retain a sequential characteristic with a length of N .
To reduce the interference of noise and occlusion, we discard
regions with residual values that are too large (D(u,v),i > 4)
or too small (D(u,v),i < 0.4), as well as regions that might be
blocked by nearby objects and therefore have too few points
(less than 5).

It is worth noting that generating complete motion features
requires the scan to pass through a temporal window of length
N, which introduces a fixed delay of (N − 1) × T , where T
is the measurement period of the sensor. To offer a delay-free
solution, one can opt to utilize only the motion features from
the first channel, as D0

i can be computed immediately when
Si enters the temporal window. Nevertheless, adopting this
approach may lead to a trade-off in segmentation accuracy.

For comparison, we apply back-projection to both the range
view-based motion features and our bird’s eye view-based
motion features to 3D space, as shown in Fig. 2. Our method
attributes more salient motion features to moving cars and
bicycles, whereas the range view-based method tends to assign
larger residuals to the nearby parked car compared to the
bicycle driving far away, making it difficult to distinguish
whether distant objects are stationary or moving. Despite
the distinctiveness of our motion features for moving object
segmentation, noise and occlusion could result in erroneous
residuals, mainly for points hidden behind objects or ac-
cidentally appearing. Therefore, it is not recommended to
use motion features as MOS results directly. Nevertheless,
most of these erroneous residuals can be distinguished by the
subsequent CNN network with the aid of appearance features
as they tend to appear on immovable objects.

C. Network Structure

Our network structure is built upon PolarNet [34], a polar
bird’s eye view-based method which achieves end-to-end
LiDAR semantic segmentation through an encoder-decoder
architecture. In order to explore spatio-temporal information
for MOS, we modify PolarNet into a dual-branch structure
and adaptively fuse appearance and motion features with the
appearance-motion co-attention module.

1) Appearance Features Encoding: In contrast to the man-
ual extraction of appearance features, we adopt a simplified
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Fig. 3. Structure of the Appearance-Motion Co-attention Module (AMCM).

PointNet [26] followed by max-pooling to learn the point
cloud distribution across the vertical column of a grid. For
the grid cell of (u, v) coordinate in the polar BEV image, the
appearance features can be represented as follows:

F a
(u,v),i = MaxPool{MLPs(pj) | pj ∈ S(u,v),i} (6)

Since the representation is learned in the polar coordinate
system, the left and right ends of the bird’s eye view image
should be connected in physical space. We use the same ring
convolution kernel as [34] to extract complete spatial infor-
mation and replace all the conventional convolution kernels in
the network.

2) Appearance-Motion Co-attention Module: We utilize the
Appearance-Motion Co-attention Module (AMCM) to facili-
tate interaction between motion-appearance features from two
different branches. Inspired by visual segmentation methods,
our AMCM consists of two parts: the co-attention gate [32]
and the motion guided attention module [19], as shown in Fig.
3.

First, the co-attention gate is used to adaptively compute
the importance of appearance features and motion features, in
order to balance their contributions and suppress the redundant
and misleading information. Given the appearance features
F a
i and motion features Fm

i from the ith layer, we capture
the relative relationship between multi-modal features using
cross-channel concatenation and ring convolution operations,
resulting in a fused feature H ∈ Rh×w×2. Next, we split fea-
ture H into two sub-branches, and apply the sigmoid function
and global average pooling on each channel to obtain a pair
of co-attention scores gai and gmi , reflecting the importance of
each modality feature. We combine the appearance features
and motion features to construct the gating function:

gi = Avg(Sigmoid(Conv(Cat(F a
i , F

m
i )))) (7)

where gi contains the pair of co-attention scores gai and
gmi . Higher co-attention scores indicate that the correspond-
ing modality feature contains more effective information for
accurate segmentation. We apply the co-attention scores to the
features, generating gated appearance features Ga

i and gated
motion features Gm

i , where

Ga
i = F a

i ⊗ gai , G
m
i = Fm

i ⊗ gmi (8)

The motion guided attention module follows the co-attention
gate, and utilizes motion features to emphasize important
positions or elements in the appearance features. Specifically,
we first fuse the gated motion features Gm

i and the gated



appearance features Ga
i by spatial attention, generating motion

salient feature Ga
i
′:

Ga
i
′ = Ga

i ⊗ Sigmoid(Conv1×1(G
m
i )) (9)

Then, we use channel attention to enhance the response
of key attributes, generating the final spatio-temporal fused
feature Ga

i
′′ of size C × h× w, with the following formula:

Ga
i
′′ = Ga

i
′⊗[Softmax(Conv1×1(Avg(Ga

i
′)))·C]+Ga

i (10)

By combining the co-attention gate and motion guided
attention module, the AMCM is able to perform adaptive
multi-modality features fusion.

D. Implementation Details

We use PyTorch to build our network and train it on
an NVIDIA RTX 3090 GPU with a batch size of 8. The
input sequences for training are randomly shuffled before
each epoch. Widely-used data augmentation techniques such
as random flipping, rotation, and small-scale translation are
applied to enhance the training data. The loss function of
the network is a linear combination of weighted cross-entropy
(Lwce) and Lovász-Softmax (Lls) [3] losses:

L = Lwce + Lls, (11)

where the weighted cross-entropy loss is defined as:

Lwce(y, ŷ) = −
∑

αip(yi)log(p(ŷi)), αi = 1/
√

fi, (12)

and the Lovász-Softmax loss is given by:

Lls =
1

|C|
∑
c∈C

∆̄Jc
(m(c)),mi(c) =

{
1− xi(c) if c = yi(c)
xi(c) otherwise

(13)
In the equations, yi and ŷi represent the true and predicted
labels, and fi is the frequency of the ith class. |C| is the
number of classes, ∆̄Jc represents the Lovász extension of the
Jaccard index. Additionally, xi(c) ∈ [0, 1] and yi(c) ∈ {1, 1}
represent the predicted probability and ground truth label of
pixel i for class c, respectively.

We use stochastic gradient descent (SGD) to minimize Lwce

and Lls, with a momentum of 0.9 and weight decay of 0.0001.
The initial learning rate is set to 0.005, and it is decayed
by a factor of 0.99 after each epoch. No pre-trained weights
are used, and the network is trained from scratch until the
validation loss converges.

IV. EXPERIMENTS

This section presents the experimental evaluation of our
method for moving object segmentation. First, we introduce
the datasets and evaluation metrics in Section IV-A. In Section
IV-B, we provide quantitative and qualitative comparisons
between our method and other state-of-the-art methods. In
Section IV-C, we conduct an ablation study to demonstrate
the effectiveness of our BEV-based motion features generation
method, as well as the contributions of different components
in the network to the overall performance. In Section IV-D,
we show the practical effect of our method on a solid-state
LiDAR. Lastly, in Section IV-E, we showcase the runtime
performance of our method.

A. Experiment Setups

Datasets-SemanticKITTI. We evaluate our method by
comparing its performance with state-of-the-art methods
on the SemanticKITTI-MOS [5] dataset. The original Se-
manticKITTI dataset [2, 12] comprises 22 labeled point cloud
sequences collected by a single Velodyne HDL-64E LiDAR.
SemanticKITTI-MOS maps all semantic classes to two cat-
egories: moving and static. The dataset is split into train
sequences 00-07, 09-10 (19,130 frames), validation sequence
08 (4,071 frames), and test sequences 11-21 (20,351 frames).
The odometry estimation is obtained from Suma [1].

Datasets-SipailouCampus. To further assess the effective-
ness of our method across different LiDAR sensors, we col-
lected a dataset with a solid-state LiDAR Livox Avia mounted
on an unmanned vehicle, at different areas of Southeast
University Sipailou Campus. The Livox Avia has a narrower
field of view (70.4◦ horizontally and 77.2◦ vertically) and is
equipped with non-repetitive scanning mode, which presents
new challenges for MOS. We manually annotate all sequences
with moving labels, resulting in a dataset of 26,279 frames,
of which 15,585 frames contain dynamic objects, and each
frame has 24,000 points. We use 5 sequences (16,887 frames)
for training, 1 sequence (3,191 frames) for validation, and 2
sequences (6,201 frames) for testing. The odometry estimation
is obtained from FAST-LIO [31]. We will release this dataset
to facilitate further research.

Evaluation Metrics. Following the previous work [5], we
use the Jaccard Index or Intersection-over-Union (IoU) metric
[10] over moving objects to quantify MOS performance:

IoU =
TP

TP + FP + FN
(14)

where TP, FP, and FN represent the number of true positives,
false positives, and false negatives in the prediction of the
moving class, respectively.

B. Evaluation and Comparisons on SemanticKITTI

We evaluate our method by submitting moving object
segmentation predictions on the SemanticKITTI-MOS bench-
mark. We consider two alternatives for our method: one
utilizes only D0

i (referred to as ”without delay”), while the
other incorporates complete motion features with a temporal
window size of 8. Our method is compared against various
baseline methods, including a) range view-based methods:
LMNet [5], MotionSeg3D v1 (with kNN) [28], MotionSeg3D
v2 (with the point refine module), and RVMOS [17]; b)
an offline method: AutoMOS [4]; c) point-based methods:
4DMOS (with the binary Bayes filter) [23] and InsMOS
[30]; d) and another BEV-based method: LiMoSeg [24]. To
ensure a comprehensive comparison, we also provide all the
evaluation results on the validation set (sequence 08). The
experimental outcomes for each method are sourced from the
SemanticKITTI-MOS benchmark and their respective original
papers. Notably, all reported results are derived from training
on the original SemanticKITTI dataset, and any results based
on additional data [28, 4, 30] are omitted to maintain fairness.

As depicted in Table I, RVMOS demonstrates superior
performance on the hidden test set, which can be primarily
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(a) LMNet (b) MotionSeg3D (c) 4DMOS (d) Ours

Fig. 4. Qualitative results of different methods for LiDAR-MOS on SemanticKITTI validation set. Best viewed in color.

attributed to its utilization of both semantic labels and moving
object labels during training. Our method achieves the best
result among approaches that solely relied on moving object
labels, with an IoU of 69.7%.

TABLE I
EVALUATION AND COMPARISON ON THE SEMANTICKITTI VALIDATION

SET AND THE SEMANTICKITTI-MOS BENCHMARK.

Methods IoU (Validation) IoU (Test)

LMNet 66.4 58.3
MotionSeg3D, v1 68.1 62.5
MotionSeg3D, v2 71.4 64.9
AutoMOS - 54.3
4DMOS 77.2 65.2
LiMoSeg 52.6 -
Ours, without delay 68.1 63.9
Ours 76.5 69.7

LMNet∗ 67.1 62.5
RVMOS∗ 71.2 74.7
InsMOS⋆ 73.2 70.6

∗ indicates the method exploiting semantic labels.
⋆ indicates the method exploiting instance labels.
- indicates that the result is not available yet.
Best results in bold.

Fig. 4 shows the qualitative comparison of LMNet, Mo-
tionSeg3D, 4DMOS, and our method on the SemanticKITTI
validation set. Range view-based methods like LMNet are
prone to boundary-blurring issues caused by back-projection,
and MotionSeg3D partially improved this issue through the
point refine module. However, due to the sensitivity of residual
range image to distance, MotionSeg3D sometimes makes
mistakes in classifying distant objects. 4DMOS performs
well in segmenting dynamic objects at various distances but
exhibits less distinct boundaries between objects. In contrast,
our method effectively fuses appearance and motion features
based on BEV representation and shows superior performance.

C. Ablation Study

In this section, we perform several ablation experiments to
assess the contribution of our motion features and network
components to the MOS performance. All experiments are
conducted on the SemanticKITTI validation set (sequence 08).

As shown in Table II, we use vanilla PolarNet as the
baseline, and vertically compare three different ways of fus-
ing appearance and motion features: a) directly concatenat-
ing appearance and motion features (DC) following LMNet,
b) exploring feature interactions with dual-branch structure
bridged by motion guided attention module (MGA), and
c) incorporating co-attention gate (CAG) on top of b) to
learn appearance-motion co-attention. In addition, we also
horizontally evaluate the performance of these network setups
using different motion features as input for cross-comparison:
range view-based motion features (Fm

RV ), and our bird’s eye
view-based motion features (Fm

BEV ). Both motion features are
generated with consecutive 8 frames.

In general, we observe improvements in IoU for all setups
using the proposed BEV-based motion features. When em-
ploying a dual-branch structure with motion guided attention
module for deep multi-modality interaction, the setup with
BEV-based motion features gets a stronger performance boost
compared to the one with RV-based motion features. This
indicates that our BEV-based motion features provide better
temporal information compared to LMNet’s range residual fea-
tures. By combining the co-attention gate and motion-guided
attention module, our method achieves the best performance
and obtains a 16.6 percentage points improvement compared
to the baseline. Overall, using BEV-based motion features and
fusing appearance and motion features with the appearance-
motion co-attention module (CAG + MGA) results in the best
performance.

Another ablation study is about the settings of motion
features generation, as presented in Fig. 5. Firstly, we compare
the MOS performance of using different BEV image sizes



TABLE II
ABLATION STUDY OF NETWORK COMPONENTS AND MOTION FEATURES

ON THE SEMANTICKITTI VALIDATION SET.

Baseline and components Fm
RV Fm

BEV

IoU [%] ∆ IoU [%] ∆

PolarNet (without Fm) 59.99 - 59.99 -
PolarNet + DC 66.31 +6.32 70.78 +10.79
PolarNet + MGA 67.21 +7.22 75.74 +15.75
PolarNet + CAG + MGA 69.40 +9.41 76.54 +16.55

∆ means the improvement compared to the baseline.
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Fig. 5. Ablation studies. The left figure shows the ablation study on the
MOS performance vs. the size of the BEV image. The right figure shows the
ablation study on the MOS performance vs. the temporal window size N .

for motion features generation. All experiments are under the
same settings except for the different representation sizes. The
best-performing model employs polar BEV motion features
with a representation size of 480×360. Excessive enlargement
of BEV images leads to the presence of numerous empty or
sparsely populated grid cells, posing challenges in computing
height differences and generating meaningful motion features.
Furthermore, larger BEV image sizes render the motion fea-
tures generation overly sensitive to abrupt or small objects in
the environment, resulting in the emergence of unnecessary
residuals.

We also examine the influence of the temporal window size
N on MOS performance. Since two sub-maps of the same
size need to be constructed, N must be set to an even number.
It is noteworthy that the network achieves a high IOU even
when N is 0, indicating the absence of motion features. One
possible reason is that the BEV approach effectively captures
the spatial relationships between objects in the scene, enabling
the network to infer the motion status of objects based on their
positions on the road. We observe that the MOS performance
improves as N increases, reaching its peak in the range of 8
to 12. However, the further increase of N leads to a slight
decline in accuracy. This could be attributed to the temporal
window becoming excessively long, causing the first sub-map
Q1 to be too distant from the current frame, which may result
in erroneous motion features. This issue is particularly evident
in scenes with significant field-of-view changes, such as during
vehicle turning.

D. Evaluation on SipailouCampus

In this section, we demonstrate the performance of our
method on a solid-state LiDAR with a small field of view
and non-repetitive scanning mode. First, in order to test
the generalization ability of the network, we exclude the
intensity channel of the point cloud, train all the models
on the training set of SemanticKITTI, and evaluate them

TABLE III
EVALUATION AND COMPARISON ON SIPAILOUCAMPUS DATASET.

Methods Retrain IoU (Validation) IoU (Test)

LMNet 5.37 6.88
MotionSeg3D 6.83 6.72
4DMOS 78.54 82.30
Ours 50.44 52.02
Ours-h 70.94 71.51

LMNet ✓ 54.27 56.16
MotionSeg3D ✓ 65.64 66.84
4DMOS ✓ 87.30 88.89
Ours ✓ 89.22 90.80

Best results in bold.

True Positive False Positive False Negative True Negative

(a) Our prediction (front-view) (b) Our prediction (top-down-view)

(c) The corresponding RGB image

LiDAR

Camera

(d) Sampling device

Fig. 6. Visualization of MOS result of a high dynamic scene on Sipailou-
Campus validation set.

on the validation and test set of SipailouCampus dataset.
The results are shown in Table III. Due to the significant
differences in the range image projection between Velodyne
LiDAR and Livox LiDAR, LMNet and MotionSeg3D (with
the point refine module) fail to obtain reliable predictions. Our
method does not perform satisfactorily without any parameter
modification, as the BEV projection causes information loss
in the vertical direction, making it difficult for the network to
effectively segment objects within the same vertical grid (such
as trees, pedestrians under trees, and the ground). By changing
the overall height of the point cloud to match the ground
position near the sensor with the SemanticKITTI dataset, we
obtained a significant performance improvement without any
additional training (corresponding to ”Ours-h” in Table III). In
comparison, the method 4DMOS (with the binary Bayes filter),
which processes directly on the point cloud, demonstrates
strong generalization ability.

Furthermore, we retrain all models on the training set
of SipailouCampus to obtain the final performance of all
methods on Livox LiDAR data. To effectively capture and
process LiDAR data within a different field of view, we make
adjustments to the image size of projection-based methods.
Specifically, the range image size of LMNet and MotionSeg3D
is set to 512×512, and the BEV image size of our method is
set to 480×64. Due to the irregular scanning pattern of Livox
LiDAR, range view-based methods (LMNet, MotionSeg3D)



still cannot achieve high accuracy. After retraining, our method
outperforms 4DMOS, and reaches 89.3% IoU on the validation
set and 90.8% IoU on the test set. Fig. 6 presents an example
of the prediction results of our network.

E. Runtime

We assess the runtime of different approaches by measuring
the average inference time (ms) on the SemanticKITTI vali-
dation set, as shown in Table IV. The evaluations for LMNet,
MotionSeg3D, 4DMOS, and our method are conducted on
a machine with an Intel Core i9-12900K CPU and a single
NVIDIA RTX 3090 GPU. The results for RVMOS and Ins-
MOS are obtained from their respective papers and are also
evaluated using the RTX 3090 GPU. Our method achieves an
inference time of only 23ms. However, incorporating the full
set of motion features from all channels within the temporal
window would lead to an extra fixed delay of (N − 1)× 100
ms. In practical usage, one can balance accuracy and runtime
by controlling the length of the temporal window or deciding
whether to use the complete motion features or not.

TABLE IV
COMPARISON OF INFERENCE TIME (MS) ON SEMANTICKITTI

VALIDATION SET.

LMNet MotionSeg3D RVMOS 4DMOS InsMOS Ours

35 110 29 132 127 23

V. CONCLUSIONS

In this paper, we present a simple yet effective method for
LiDAR-based online moving object segmentation. Our method
exploits the spatio-temporal information from appearance and
motion features in the bird’s eye view domain and performs
multi-modality feature fusion with a dual-branch network
bridged by the appearance-motion co-attention module. Eval-
uation on the SemanticKITTI-MOS dataset demonstrates the
proposed MotionBEV is the most accurate method among
approaches utilizing only MOS labels, while also offering a
balanced compromise between accuracy and latency. More-
over, experimental results on a dataset collected by a Livox
LiDAR show our method’s practical effectiveness on different
types of LiDAR sensors.
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