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Multi-Correlation Siamese Transformer Network with Dense
Connection for 3D Single Object Tracking

Shihao Feng∗, Pengpeng Liang∗†, Jin Gao, Erkang Cheng

Abstract—Point cloud-based 3D object tracking is an im-
portant task in autonomous driving. Though great advances
regarding Siamese-based 3D tracking have been made recently, it
remains challenging to learn the correlation between the template
and search branches effectively with the sparse LIDAR point
cloud data. Instead of performing correlation of the two branches
at just one point in the network, in this paper, we present a
multi-correlation Siamese Transformer network that has multiple
stages and carries out feature correlation at the end of each stage
based on sparse pillars. More specifically, in each stage, self-
attention is first applied to each branch separately to capture
the non-local context information. Then, cross-attention is used
to inject the template information into the search area. This
strategy allows the feature learning of the search area to be aware
of the template while keeping the individual characteristics of
the template intact. To enable the network to easily preserve the
information learned at different stages and ease the optimization,
for the search area, we densely connect the initial input sparse
pillars and the output of each stage to all subsequent stages and
the target localization network, which converts pillars to bird’s
eye view (BEV) feature maps and predicts the state of the target
with a small densely connected convolution network. Deep super-
vision is added to each stage to further boost the performance
as well. The proposed algorithm is evaluated on the popular
KITTI, nuScenes, and Waymo datasets, and the experimental
results show that our method achieves promising performance
compared with the state-of-the-art. Ablation study that shows
the effectiveness of each component is provided as well. Code is
available at https://github.com/liangp/MCSTN-3DSOT.

Index Terms—3D object tracking, Point cloud, Transformer

I. INTRODUCTION

G IVEN the 3D bounding box of the object in the first
frame, the goal of 3D single object tracking (SOT)

is to estimate its 3D state in subsequent frames, and it
plays an important role in autonomous driving [1]. With the
development and decreasing cost of the LIDAR sensor, 3D
SOT in point cloud has attracted much attention recently [2]–
[7]. However, due to the sparsity and irregularity of the point
cloud generated by LIDAR, 3D SOT is still quite challenging.

Inspired by the success of the Siamese-based approach in
2D SOT [8]–[10], most of the recent 3D SOT algorithms [2]–
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Fig. 1: Comparison of different approaches to correlating
template and search region.

[6], [11]–[13] adopt the Siamese framework as well. Siamese-
based trackers first use the initial state of the object to build a
template, then correlation learning is performed to fuse the
features of the template and the search region around the
previous center of the object, and the target is located with the
fused features at last. Correlation learning injects the template
information into the search region and is a critical step of
Siamese-based trackers, and several recent works have made
efforts to improve the correlation step for 3D SOT by using
point-wise similarity [4], [12], adopting Transformer [2], [5],
[13], and leveraging box information [6].

However, the above approaches just fuse the template and
search branches at only one point in the network. Based
on where the correlation happens, they either sacrifice the
individual semantic information of the template or are difficult
to learn the representation of the search region with sufficient
awareness of the template. On the one hand, if the correlation
is located at an early point of the network (top of Fig. 1),
the intact semantic information of the template cannot be
maintained. On the other hand, if the correlation is situated
at a late point of the network (middle of Fig. 1), the feature
extraction of the search region lacks template information. We
conjecture that both keeping the template branch intact and
making the search region aware of the template during the fea-
ture extraction process can benefit the tracking performance.

In this paper, we propose to learn the representations of
the template and search region separately until the target
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localization network, and the template information is injected
into the search branch at multiple stages of the network (bot-
tom of Fig. 1). More specifically, taking inspiration from the
recently proposed SST architecture [14], given the point cloud
of the template and the search region, we first use a simplified
PointNet [15] to extract point features and aggregate them
into sparse pillars for each branch. Then, a multi-correlation
Siamese Transformer network with multiple stages is designed
to process the sparse pillars of the two branches. In each stage,
the two branches are processed with self-attention individually,
and cross-attention is used to fuse information from template
to search region. To further boost the performance, for the
search area, we connect the features of the initial sparse
pillars and the output of each stage to the inputs of all
subsequent stages and the final target localization network,
and this strengthens the propagation and preservation of the
features learned at each stage and makes the optimization
easier [16]. The target localization network converts the input
sparse pillars to bird’s eye view (BEV) feature maps, and
a small densely connected convolution block is adopted to
predict the state of the target. Besides, we add deep supervision
to each stage to ease the optimization further. We carry out
extensive experiments on the KITTI [17], nuScenes [18], and
Waymo [19] datasets, and the proposed algorithm achieves
promising results.

Our main contributions are summarized as follows:
• We propose to inject the intact template information into

the search area at multiple points of the network so that
the feature extraction of the search area is aware of the
template for Siamese-based 3D SOT.

• We design a multi-stage densely connected Siamese
Transformer network that uses self-attention for separate
feature learning of each branch and cross-attention for
feature correlation between the template and search area
based on sparse pillars in each stage.

• Comprehensive experiments on the KITTI [17],
nuScenes [18], and Waymo [19] show the performance
of the proposed algorithm is promising in comparison
with the state-of-the-art algorithms.

II. RELATED WORK

2D Siamese Tracking. Siamese-based approaches [8]–[10],
[20]–[23] are mainstays for 2D SOT in the recent several
years, and they predict the location and size of the object
based on the similarity between the features of the template
and search region. The pioneering work SiamFC [8] uses a
Siamese fully-convolutional network to extract feature maps of
the template and search region, and it employs a correlation
layer to calculate the similarity score map between the two
branches. SiamRPN [9] extracts a set of proposals with the
correlation feature maps, and proposal selection strategies
are designed to locate the target. [20] presents an anchor-
free tracker, and every pixel in the ground truth bounding
box can contribute to training. [10] exploits Transformer [24]
to fuse the template and search features. [22] adapts Swin
Transformer [25] to tracking and proposes to use a motion
token to embed the historical target trajectory. In [23],

Transformer is used to extract image features and fuse the
two branches simultaneously without using CNN for feature
extraction first. It is worth noting our work is distinct from [23]
by designing a network specifically for LIDAR point cloud and
keeping the feature extraction of the template separate from
the search region.
3D Single Object Tracking. Before LIDAR sensors become
popular, 3D single object tracking algorithms [26]–[28] mainly
use RGB-D data, and they heavily rely on RGB information.
As a pioneering work focusing on 3D SOT on LIDAR point
cloud, SC3D [11] proposes to learn a Siamese network with
shape completion regularization for measuring the similarity
between the template and search candidates. Two shortcom-
ings of SC3D are low speed caused by a large number of
search candidates and not allowing end-to-end training. To
solve these two problems, P2B [12] augments the represen-
tation of the search branch with template point features and
generates 3D target proposals for verification via voting and
clustering. [2] first converts the point cloud to dense multi-
scale features via BEV, then it uses Transformer to capture
global information and fuse the template and search region.
BAT [6] proposes to represent the object via the relation
between the points and the corners and center of the box
so that the size and part information can be captured. [3]
leverages graph to capture the structural information embedded
in the point cloud, and a cross-graph network is designed
for the fusion of the target and search branches. Instead of
relying on appearance matching, in [7], the points of two
consecutive frames with additional segmentation labels are
used to estimate a coarse motion of the target, then the motion
is refined with a denser point cloud by aggregating two partial
target views. [29] uses self-attention and position encoding
to consider the varying importance of different points. [30]
proposes to perform Hough voting with a designed target-
guided attention module at multiple levels to generate more
vote centers. PTTR [31] presents a point relation transformer
that can capture long-range dependencies and fuse the template
and the search area.
Fusion with Transformer for 3D Object Detection. LIDAR
and camera are two popular complementary types of sensors
for 3D object detection, LIDAR can capture sparse depth
information while camera can collect dense texture informa-
tion. As the attention mechanism of Transformer [24] allows
tokens to aggregate information from each other, Transformer
is suitable for feature fusion, and researchers start to explore
it to fuse features from these two modalities [32]–[36]. [32]
first reverses the data augmentation on point cloud, and then
transforms the voxels of the point cloud into queries and
image features into keys and values, and cross-attention is
used for fusion. A two-layer Transformer decoder is proposed
in [33], the first layer predicts an initial set of objects and
updates the object queries, and the second layer uses the
updated queries to fuse image features and refines the detection
results. In [34], a separate encoder is maintained for each
modality to keep its unique characteristics, and the interaction
between two modalities is carried out with cross-attention
during encoding. Then, a predictive interaction decoder is
designed to make the prediction of one modality depend on
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Fig. 2: Overall framework of our approach. Point features of the input point clouds of the template and search region are
extracted and converted to pillars first. The pillars are further processed by a multi-stage (three stages are used here for
illustration purpose) Siamese network with self-attention to extract features, and cross-attention is used to fuse the two branches
in each sage. Lastly, a target localization network converts the learned representations of the pillars of the search region to
BEV feature maps and predicts the state of the target.

the output of another. [35] uses cross-attention to aggregate
image features into voxels of point cloud. [36] improves [35]
with deformable attention and decomposing the token rep-
resentation into domain-specific and instance-specific parts.
Besides fusing information from different modalities, [37]
adopts Transformer to fuse features of point cloud represented
in different forms, i.e. point, voxel, and BEV.

III. METHOD

A. Overall Architecture

In 3D single object tracking on point cloud, the state of
an object is represented as (x, y, z, w, l, h, θ) ∈ R7, where
(x, y, z) is the center of the object, (w, l, h) is the size (width,
length, height), and θ is the yaw angle. Given the initial object
state and the associated template point cloud P t = {pti}

Nt
i=1,

the goal of 3D SOT is to predict the state of the object with the
point cloud of a search region P s = {psi}

Ns
i=1 frame by frame,

where Nt and Ns are the numbers of points in the template and
search region, respectively. As the 3D size of the object does
not change or changes very little (e.g. pedestrian) across all
frames, we just estimate (x, y, z, θ) ∈ R4. As shown in Fig. 2,
we design our tracker following the Siamese-based approach.
Having P s and P t as input, we first use a densely connected
multi-stage Siamese Transformer network (Section III-B) to
extract features of the template and search region. During the
feature extraction process, the template branch is kept intact,
and its information is injected into the search branch at the
end of each stage. Then, the features of the search region are
input into the target localization network (Section III-C) to
regress the state of the object.

B. Multi-Correlation Siamese Transformer Network with
Dense Connection

Point cloud to pillars. Given the point cloud P t and P s of
the template and search region, respectively, we follow [14],
[38] to convert the point cloud of each branch to sparse pillars.
For each branch, each point in the point cloud is projected via
dynamic voxelization [39] to a cell of an evenly spaced grid of
size X×Y on the x-y plane. Each cell corresponds to a pillar,
and a set of pillars V with |V | = X×Y is created. Besides the
coordinate (x, y, z), each point in a pillar is further decorated
with xc, yc, zc, xp, yp, zp, where the subscript c indicates the
distance to the mean of the coordinates of all points in the
pillar, and the subscript p denotes the offset from the center
of the pillar. As a result, the initial representation of a point
is D = 9 dimensional. Each point is further embedded into a
C dimensional feature vector via a simplified PointNet [15],
which consists of a linear layer, BatchNorm, and ReLU. The
representation of each non-empty pillar is generated via max
pooling over the features of points in it.
Feature learning and correlation. The main part of our
feature learning and correlation network contains multiple
stages as shown in Fig. 2. The input of each stage contains
the features of two sets of non-empty pillars F t ∈ RMt×C

and F s ∈ RMs×C for the template branch and search branch,
respectively, where M t and Ms are the numbers of non-empty
pillars. To capture the non-local context information, we use
self-attention to process the non-empty pillars of each branch,
and the parameters are shared between the two branches. More
specifically, the coordinates of M pillars are transformed to
the positional encoding E ∈ RM×C with two linear layers and
ReLU following [5] first. Next, the sum F + E is projected
to query, key, and value by three matrices W sa

Q ∈ RC×C ,
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W sa
K ∈ RC×C , and W sa

V ∈ RC×C , respectively. The process-
ing of F t and F s is defined as follows:

F̂ t = SA(W sa
Q (F t+Et),W sa

K (F t+Et),W sa
V (F t+Et)) (1)

F̂ s = SA(W sa
Q (F s + Es),W sa

K (F s + Es),W sa
V (F s + Es))

(2)
where SA (short for self-attention) is the linear attention [40],
which is used by [5] as well.

After processing the non-empty pillars of the two branches,
to make the feature learning of the search branch aware of
the target information, at the end of each stage, we use cross-
attention to inject the template information into the search
branch. As the target localization network (Section III-C) takes
the features of the search region as input, we add the positional
encoding Es to F̂ s so that the position information in the
search region can be enhanced in the feature fusion process,
and the sum F̂ s+Es is projected to query by W ca

Q ∈ RC×C ,
F̂ t is projected to key and value by W ca

K ∈ RC×C and W ca
V ∈

RC×C , respectively. We also use linear attention [40] for CA
(short for cross-attention) below:

F̃ s = CA(W ca
Q (F̂ s + Es),W ca

K (F̂ t),W ca
V (F̂ t)) (3)

F̂ t and F̃ s are fed to the next stage for further processing, and
the template is kept intact during the entire feature learning
process.
Densely connected stages. To ease the information flow
across stages, inspired by [16], for the search branch, we
densely connect the input features of pillars and the output of
each stage to the inputs of all subsequent stages via element-
wise sum as shown in Fig. 2. In each stage, the search branch
receives all the preceding features, which are summed as input:

F s
i =

i−1∑
l=0

F̃ s
l (4)

where F s
i is the input of the self-attention in Eq. 2 at stage i,

F̃ s
l is the output of the cross-attention in Eq. 3 of stage l for

l > 0, and F̃ s
l is the initial pillar features of the search region

when l = 0.

C. Target Localization Network

The sum of the initial sparse pillars and the outputs of
all stages of the search area is used as the input for target
localization, and we build the target localization network on
top of BEV features based on [4]. Following [14], the feature
of each pillar in F̃ s

loc is placed back to its corresponding BEV
grid in the x-y plane, and the unfilled grids are set to zeros.
As the object center can be located in an empty zero grid,
the BEV feature maps are further processed with three 3× 3
convolutions, which can fill most of the zero holes. These three
convolutions are densely connected by element-wise adding
the initial input and the output of each convolution to the
inputs of all subsequent convolutions. The detection head is
the same as [4], and it includes three parts: (1) 2D center head
that predicts the discrete integer 2D center in the x-y plane,
(2) offset and rotation head that regresses the offset from the
continuous floating-point 2D center for the continuous ground
truth center and a rotation angle (yaw), and (3) z-axis head

that estimates the location along z-axis. The loss function is
defined as follows:

L = λ1(Lcenter + Loffrot) + λ2Lz (5)

where Lcenter is the focal loss [41], Loffrot and Lz are the
L1 loss.

Besides L, to further reduce the optimization difficulty,
inspired by previous works [42], during the training phase,
we convert the output pillars at the end of each stage to
BEV feature maps in the same way as above and add deep
supervision in each stage. The final loss function is as follows:

Lfinal = L+ α

S−1∑
i=1

Li (6)

where Li is calculated in the same way as L, and S is the
total number of stages. For the experiment, we set λ1 = 1.0,
λ2 = 2.0, and α = 0.1.

IV. EXPERIMENTS

A. Experimental Settings

Datasets. We comprehensively evaluate our method on three
popular datasets: KITTI [17], nuScenes [18], and Waymo
Open Dataset (WOD) [19]. As these datasets are not originally
curated for 3D SOT, we follow [4] to adapt them. More
specifically, due to the inaccessibility of the ground truth of
test data, the 21 training video sequences of the KITTI dataset
are divided into 0-16 for training, 17-18 for verification, and
19-20 for test. For the nuScenes dataset, its 150 validation
sequences are used for evaluation. For WOD, the selected
1121 tracklets by [45] are categorized into easy, medium,
and difficult subsets based on the number of points in each
tracklet’s first frame. Note that the evaluations on nuScenes
and WOD are carried out with the model trained using the
KITTI training subset following [4], [5]. The car, pedestrian,
van, and cyclist classes of KITTI training data contain 19522,
4600, 1994, 1529 frames, respectively.
Evaluation metrics. Following [4], [5], [11], we measure
Success and Precision with one pass evaluation (OPE) [46].
Success is defined as the intersection over union (IOU) be-
tween the 3D predicted bounding box (BBox) and the ground
truth (GT) bounding box. Precision is the area under curve
(AUC) of a precision plot obtained by varying the distance
between the centers of the two bounding boxes from 0 to 2m.
Implementation details. We randomly sample (discarding
or duplicating) Nt = 512 and Ns = 1024 points for the
template and search region, respectively, as do [5], [12]. The
implementation of dynamic voxelization [39] from MMDetec-
tion3D [47] is adopted to construct pillars. The grid size of
each pillar in the x-y plane is set to (0.3m, 0.3m), and the
feature dimension of each non-empty pillar is 128. The number
of stages is set to two premised on the ablation study. After
being processed by the multi-stage network, the features of
the non-empty pillars are placed back to their corresponding
x-y grids to build the BEV feature maps.
Training and test. To generate training data, given two
adjacent frames of times t−1 and t, we combine the points in
the ground truth bounding box (GTBB) in the first frame and
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TABLE I: Comparison with state-of-the-art algorithms on the KITTI dataset. The best three results are indicated by red, blue,
and green, respectively. “MC”, “FFS” and “RS” are short for “motion centric”, “full frame-based similarity” and “region-based
similarity”, respectively. The number after each category is the total number of frames for test.

Method Paradigm Car-6424 Pedestrian-6088 Van-1248 Cyclist-308 Mean-14068
Success Precision Success Precision Success Precision Success Precision Success Precision

M2-Track [7] MC 65.5 80.8 61.5 88.2 53.8 70.7 73.2 93.5 62.9 83.4

CXTrack [43] FFS 69.1 81.6 67.0 91.5 60.0 71.8 74.2 94.3 67.5 85.3

SC3D [11]

RS

41.3 57.9 18.2 37.8 40.4 47.0 41.5 70.4 31.2 48.5
P2B [12] 56.2 72.8 28.7 49.6 40.8 48.4 32.1 44.7 42.4 60.0
BAT [6] 60.5 77.7 42.1 70.1 52.4 67.0 33.7 45.4 51.2 72.8
V2B [4] 70.5 81.3 48.3 73.5 50.1 58.0 40.8 49.7 58.4 75.2

SMAT [2] 71.9 82.4 52.1 81.5 41.4 53.2 61.2 87.3 60.4 79.5
STNet [5] 72.1 84.0 49.9 77.2 58.0 70.6 73.5 93.7 61.3 80.1

OSP2B [44] 67.5 82.3 53.6 85.1 56.3 66.2 65.6 90.5 60.5 82.3
MLSENet [3] 69.7 81.0 50.7 80.0 55.2 64.8 41.0 49.7 59.6 78.4

Ours 73.6 84.7 56.8 83.7 62.6 74.4 41.4 54.6 64.6 82.7

TABLE II: Comparison with state-of-the-art algorithms on the nuScenes dataset. Please refer to Table I for the meanings of
the text colors, abbreviations for the paradigm, and the number after each category.

Method Paradigm Car-15578 Pedestrian-8019 Truck-3710 Bicycle-501 Mean-27808
Success Precision Success Precision Success Precision Success Precision Success Precision

CXTrack [43] FFS 29.6 33.4 20.4 32.9 27.6 20.8 18.5 26.8 26.5 31.5

SC3D [11]

RS

25.0 27.1 14.2 16.2 25.7 21.9 17.0 18.2 21.8 23.1
P2B [12] 27.0 29.2 15.9 22.0 21.5 16.2 20.0 26.4 22.9 25.3
BAT [6] 22.5 24.1 17.3 24.5 19.3 15.8 17.0 18.8 20.5 23.0
V2B [4] 31.3 35.1 17.3 23.4 21.7 16.7 22.2 19.1 25.8 29.0

STNet [5] 32.2 36.1 19.1 27.2 22.3 16.8 21.2 29.2 26.9 30.8
Ours 32.5 36.2 19.4 28.3 22.6 18.0 20.4 19.8 27.2 31.2

the points in the GTBB with random shift in the (t−1)th frame
to construct the template; for the search region, the GTBB
of the tth frame with random shift is enlarged by 2 meters
in each direction, and the points within the enlarged box are
collected. During test, the template points are made up of the
points in the GTBB of the first frame and the points inside the
predicted BBox of the previous frame; for the points of search,
we enlarge the previous predicted BBox by 2 meters without
random shift and use the points inside it. For the optimization
of the network, Adam optimizer [48] is adopted, and our model
is trained with batch size of 32 for 40 epochs in total.

B. Comparison with State-of-the-arts

Results on KITTI. We compare our algorithm with ten state-
of-the-art algorithms [2]–[7], [11], [12], [43], [44] on the
KITTI dataset [17]. Besides M2-Track [7] and CXTrack [43]
which adopt a motion-centric (MC) paradigm and a full frame-
based similarity (FFS) paradigm, respectively, our algorithm
and all other compared algorithms use a region-based similar-
ity paradigm. MC locates the target by directly estimating its
motion between two frames. The most recently proposed FFS
paradigm in [43] tracks the target by modeling the similarity
between two full consecutive frames while RS locates the
target by calculating the similarity between a cropped template
and a cropped search region.

As shown in Table I, among the RS approaches, our
tracker achieves the best mean performance in terms of both
success and precision, and the improvement of success over
the second best RS tracker STNet [5] is 3.3% (64.6% vs

61.3%). The mean performance of our tracker is on par
with M2-Track [7] of MC paradigm, and is 1.7% better
than it regarding success while lagging behind it by 0.7%
in terms of precision. CXTrack [43] using FFS paradigm
achieves the best performance across all three paradigms,
and this can be attributed to the context information captured
by the full frame-based similarity modeling. Meanwhile, our
algorithm obtains the best performance on the car and van
categories compared with approaches of all three paradigms.
Our algorithm does not perform well in the cyclist category
in comparison with the top-ranked trackers, and this might be
caused by the small size of the target (the number of points of
the target is small as well) and the less training data compared
with the other three categories. Figure 3 shows some visualized
results on the KITTI dataset.

Results on nuScenes. On the nuScenes dataset, we compare
our algorithm with SC3D [11], P2B [12], BAT [6], V2B [4],
STNet [5], and CXTrack [43]. These algorithms are selected
because the same protocol is used to adapt the nuScenes
dataset to the 3D SOT task. The results in Table II show
that our algorithm achieves the best mean success while
CXTrack [43] obtains the best mean precision. In general,
our tracker is on par with CXTrack on the nuScenes dataset.
Meanwhile, the performance of our tracker in the car category
is the best. Since all models evaluated on nuScenes are trained
with the KITTI dataset, the results manifest the strong gen-
eralization ability of our model. For the pedestrian and truck
categories, our tracker ranks second and third, respectively.
Some qualitative results are shown in Figure 4.
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Fig. 3: Visualization results of the KITTI dataset.

TABLE III: Comparison with state-of-the-art algorithms on WOD. Please refer to Table I for the meanings of the text colors
and abbreviations for the paradigm. The number under each difficulty level indicates the total number of frames for test.

Method Paradigm
Vehicle Pedestrian

Easy Medium Hard Mean Easy Medium Hard Mean
67832 61252 56647 185731 85280 82253 74219 241752

CXTrack [43] FFS 63.9 54.2 52.1 57.1 35.4 29.7 26.3 30.7

Success

P2B [12]

RS

57.1 52.0 47.9 52.6 18.1 17.8 17.7 17.9
BAT [6] 61.0 53.3 48.9 54.7 19.3 17.8 17.2 18.2
V2B [4] 64.5 55.1 52.0 57.6 27.9 22.5 20.1 23.7

STNet [5] 65.9 57.5 54.6 59.7 29.2 24.7 22.2 25.5
ours 68.6 59.3 55.1 61.4 30.3 25.4 23.5 26.5

CXTrack [43] FFS 71.1 62.7 63.7 66.1 55.3 47.9 44.4 49.4

Precision

P2B [12]

RS

65.4 60.7 58.5 61.7 30.8 30.0 29.3 30.1
BAT [6] 68.3 60.9 57.8 62.7 32.6 29.8 28.3 30.3
V2B [4] 71.5 63.2 62.0 65.9 43.9 36.2 33.1 37.9

STNet [5] 72.7 66.0 64.7 68.0 45.3 38.2 35.8 39.9
ours 73.8 67.6 65.3 69.2 48.2 39.3 36.2 41.5

Results on WOD. We evaluate the performance of our tracker
on WOD by comparing with P2B [12], BAT [6], V2B [4],
STNet [5], and CXTrack [43]. The selected algorithms use the
same approach as ours to suit WOD to the 3D SOT task, and
all models evaluated on WOD are also trained with the KITTI
dataset. Results in Table III show that in the vehicle category,
our tracker achieves the best mean performance and the best
performances on all three subsets with different difficulties in
terms of both success and precision. In the pedestrian category,
CXTrack [43] performs best while our tracker ranks second.
Compared with nuScenes, the trackers can generalize to WOD
better, and the reason should be that both KITTI and WOD use
64-beam LIDARs while the nuScenes uses 32-beam LIDARs.
Running speed. We use all test frames of the KITTI car
category to report the average inference speed on a single RTX
2080 Ti GPU. Our method runs at 25 FPS while V2B [4] and
STNet [5] run at 20 FPS and 19 FPS, respectively.

C. Ablation study

We comprehensively validate the effectiveness of each de-
sign choice via ablated experiments in this section. Follow-
ing [5], [6], [12], all ablation studies are conducted on the car
class of the KITTI dataset.

Stages Success Precision

1 72.0 83.5
2 73.6 84.7
3 72.1 83.7
4 72.9 84.2

TABLE IV: Comparison of
different numbers of stages.

Weight (α) Success Precision

0 72.5 83.7
0.1 73.6 84.7
0.2 71.3 83.2
0.3 72.5 84.0

TABLE V: Comparison of
different weights for deep su-
pervision.

Choice of the number of stages. We train our model with
different numbers of stages to see how this affects the perfor-
mance of our tracker. In Table IV, we increase the number of
stages from one to four and show the success and precision.
It can be observed the two stages setting achieves the best
performance, and we choose two stages as the default setting.
Effectiveness and weight choice of deep supervision. We
study the effectiveness and find the optimal weight of deep su-
pervision by varying α in Eq. 6. Table V shows the success and
precision for different values of α, where α = 0 corresponds
to not adding deep supervision. The results demonstrate that
deep supervision can improve the performance and the optimal
weight is α = 0.1.
Effectiveness of correlations in multiple stages. To verify
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Fig. 4: Visualization results of the nuScenes dataset.

the effectiveness of feature correlations in multiple stages, we
train models that only carry out feature correlation at the end of
the last stage. As template information is not injected into the
search region in the stages before the last one, deep supervision
is not suitable for the single correlation approach. For fairness,
we remove the deep supervision for the multi-correlation. The
results in Table VI show that the multi-correlation strategy
can bring about performance gain for all different numbers of
stages.

TABLE VI: Comparison between multi-stage correlation and
single-stage correlation.

Stages Single correlation Multi-correlation

Success Precision Success Precision

2 70.6 81.7 72.5 83.7
3 71.3 82.4 71.8 83.3
4 71.6 82.4 72.1 84.0

Influence of keeping the template intact. We study the influ-
ence of keeping the template intact during feature extraction by
adding a cross-attention in each stage of the template branch
as well, and this cross-attention fuses information from the
search region to the template. Results in Table VII show that
keeping the template intact (Template → Search) is useful for
all three numbers of stages.

TABLE VII: Comparison between one-direction and two-
direction fusions. The one-direction fusion keeps the template
intact.

Stages Template → Search Template ↔ Search

Success Precision Success Precision

2 73.6 84.7 72.4 83.8
3 72.1 83.7 71.9 83.1
4 72.9 84.2 71.5 82.6

Effectiveness of dense connection. To verify the effectiveness
of dense connection, we first remove the dense connection for
both the multi-stage Siamese network and the three convolu-
tions used by the target localization network. As the results
in Table VIII show, using dense connection in the multi-
stage Siamese network for feature extraction can bring about

performance gain, and adding dense connection to the target
localization network can improve the performance further.

TABLE VIII: Results of different dense connection settings.

Settings Success Precision

No dense 71.4 82.8
Stages only 72.5 83.4

Stages+Localization 73.6 84.7

V. CONCLUSIONS

In this paper, we present a Transformer-based multi-
correlation Siamese network with multiple stages and dense
connection for 3D single object tracking in point clouds.
To enable the feature extraction of the search region to be
aware of the template information while keeping the feature
extraction process of the template intact, we propose to inject
template information into the search region at each stage of
the backbone instead of performing feature correlation at a
single point. In addition, we densely connect all stages to
ease the optimization, and dense connection is adopted by the
target localization network as well. To further facilitate the
optimization process, deep supervision is added to each stage.
Experiment results on the popular KITTI, nuScenes, and WOD
datasets show that the proposed algorithm achieves promising
performance and has strong generalization ability.
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