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HybridFusion: LiDAR and Vision Cross-Source Point Cloud Fusion
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Abstract— Recently, cross-source point cloud registration
from different sensors has become a significant research focus.
However, traditional methods confront challenges due to the
varying density and structure of cross-source point clouds. In
order to solve these problems, we propose a cross-source point
cloud fusion algorithm called HybridFusion. It can register
cross-source dense point clouds from different viewing angle in
outdoor large scenes. The entire registration process is a coarse-
to-fine procedure. First, the point cloud is divided into small
patches, and a matching patch set is selected based on global
descriptors and spatial distribution, which constitutes the coarse
matching process. To achieve fine matching, 2D registration is
performed by extracting 2D boundary points from patches,
followed by 3D adjustment. Finally, the results of multiple
patch pose estimates are clustered and fused to determine the
final pose. The proposed approach is evaluated comprehensively
through qualitative and quantitative experiments. In order to
compare the robustness of cross-source point cloud registration,
the proposed method and generalized iterative closest point
method are compared. Furthermore, a metric for describing
the degree of point cloud filling is proposed. The experimental
results demonstrate that our approach achieves state-of-the-art
performance in cross-source point cloud registration.

I. INTRODUCTION

With the rapid development of 3D data acquisition tech-
nology, numerous methods have emerged that can efficiently
and accurately reconstruct 3D data, such as Structure from
Motion (SfM), real-time dense 3D reconstruction based on
monocular or depth camera vision, and LiDAR mapping.
Although a single sensor may use sequential acquisition to
create a comprehensive point cloud, the limited acquisition
viewing angle may not cover all target surfaces, resulting in
inevitable loss of some content.

For example, DenseFusion [1] uses the high-altitude UAV
viewing angle to conduct real-time 3D dense reconstruction,
but only the surface above the objects can be reconstructed,
which is difficult to completely describe 3D information of
all object surface. Moreover, the use of multi-view scanning
with a single sensor not only incurs significant time cost but
also present a challenge to ensure the stability of the mapping
algorithm due to potential variations in scene structures.
Therefore, it is especially important to use multi-view and
multi-sensor to collect data and then conduct cross-source
point cloud fusion. However, cross-source point cloud fusion
is a challenging task due to various difficulties, including
differences in density distribution and missing data.

There are many attempts to solve cross-source point
cloud registration. Cross-source graph matching (CSGM) [2]
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Fig. 1. Our method can register cross-source point clouds from different
viewing angle. Left part is the dense point cloud generated by vision and
LiDAR, and right part is the result of registration.

transforms the registration problem into a graph matching
problem, subsequently, local Iterative Closest Point (ICP)
refinement is conducted, leveraging the global graph match-
ing results. Mellado er al. [3] employ a combination of
global alignment and local refinement techniques, namely
Random Sample Consensus (RANSAC) and Iterative Closest
Point (ICP) algorithms, to register point clouds from different
sources. Huang et al. [4] propose a method that consists
of two components, weak area affinity and pixel thinning,
to maintain the global and local information of 3D point
cloud, but this is only support small scenes with high
confidence. Point cloud registration often assumes strong
structural consistency, but actual scenes may not have such
ideal similarity. Most cross-source point clouds have different
densities, noise models and part missing, making it difficult
to obtain satisfactory results through conventional point
cloud registration methods.

As shown in Fig. 1, it can be seen that cross-source
point clouds often contain missing points, which can present
a significant challenge for direct registration. Variations in
point density between point clouds can complicate regis-
tration, especially when the point clouds are incomplete.
To overcome these challenges, the fusion of heterogeneous
point clouds can be divided into two stages, resulting in
increased robustness and precision. In the first stage, the
point clouds are divided into small point cloud patches
in advance to extract effective information, and then the
matching candidate sets are obtained by using the global
descriptor and spatial distribution of the point cloud patches.
The second stage involves two steps of registration using
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Fig. 2. System overview of Hybrid Fusion

the Normal Distribution Transform (NDT) algorithm. Firstly,
the boundary points in patches projected onto the 2D plane
are used for registration, and then 3D fine registration is
carried out on this basis, the final pose is obtained by
fusing the multiple patch pose. This approach is particularly
useful when dealing with missing points in different regions,
which cause ICP-based registration to fail. In summary,
contributions of this work are summarized as follows:

o A multi-view cross-source point cloud fusion algorithm
is proposed, which can quickly build a complete 3D
point cloud.

e In order to overcome the difference in the spatial
distribution of point clouds from different viewings,
a point cloud registration method based on the joint
optimization of global descriptors and 2D boundary is
proposed. This method can effectively fuse cross-source
point clouds.

o A cross-view fusion dataset!, including multiple simu-
lation and real-world datasets, is established, which is
composed of over-view and street-view data.

II. RELATED WORKS

Our approach relys on three research field: monocular
camera dense reconstruction, LiDAR mapping and point
cloud registration. Some related works are summarized in
follows.

A. Monocular Dense Reconstruction

Monocular dense reconstruction from image sequences has
been well-studied research field in recent years. The dense
matching algorithm used by SfM also has extensive updates.
The earliest algorithms, such as the least square matching
algorithm [5], [6], have evolved into more advanced methods
like patch match stereo (MVS) method. Recent advance-
ments include the semi global matching (SGM) [7] and patch
based MVS [8]. To solve the depth map reconstruction stereo
matching problem, typically, matching cost calculation and
aggregation, as well as disparity calculation and refinement,
are performed using local, global, or semi-global energy
minimization techniques.

! github.com/npupilab/cvf-dataset

Another important research interest is real-time dense
reconstruction. Bloesch et al. proposed CodeSLAM [9],
which can obtain a compact implicit representation of a dense
depth map using only a few parameters. Chen et al. proposed
DenseFusion [1], which completed 3D reconstruction by
building virtual stereo pairs from selected key frames to
generate dense 3D point clouds after trimming.

B. Lidar-based SLAM

The most important method of LiDAR-based simultaneous
localization and mapping (SLAM) system is rely on sparse
features [10], [11], such as line features and surface features.
For the sparse features, most LiDAR-base SLAM devel-
oped from LiDAR odometry and mapping (LOAM) [10].
It is composed of three main modules: feature extraction,
odometry, and mapping. To reduce the computation load,
local smoothness is used to extract features from each frame
of LiDAR scanning. The odometry module matches the
extracted features from two consecutive frames to obtain a
rough but real-time LiDAR odometry. Finally, the 3D points
from the LiDAR scan are registered to the global map.
Subsequent LiDAR-based SLAM works keep a framework
similar to LOAM. For example, Lego-LOAM [12] introduces
ground point segmentation to reduce the computation and use
a closed-loop module to reduce scene drift. LIOM [13] pro-
poses a tightly-coupled LiDAR inertial fusion method where
the IMU pre-integrations are added into the odometry. FAST-
LIO2 [14] uses tightly coupled iterative Kalman filtering
to directly register the original LiDAR points to the map
without extracting features. To maintain the map, it employs
an incremental k-d tree structure called the Incremental
Kalman-filtered k-d tree (IKD-tree).

C. Point Cloud Registration

Our method mainly involves two types of point cloud reg-
istration: feature-based and NDT-based methods. Featured-
based methods extract the feature from point cloud, and
transforms the point cloud registration 3D place into feature
space. Feature-based registration has two interests, the for-
mer extract features from the fields near a feature point of the
point cloud, such as binary shape context (BSC) [15], Fast
Point Feature Histograms (FPFH) [16], and rotational pro-
jection statistics (RoPS) [17]. However, these methods often
encounter difficulties in cross-source point cloud registration
due to differences in point cloud density and scanning range
across different sources. The latter is a feature extraction
method applied to the entire point cloud, describing its the
overall characteristics, such as Ensemble of Shape Functions
(ESF) [18], Globally Aligned Spatial Distribution (GASD)
[19], and so on. The global descriptor is better than those
feature-based points for cross-source point cloud registration,
which pays more attention to the features of the whole point
cloud rather than the local region.

The Normal Distribution Transform (NDT) method com-
pares the normal distribution of points in a voxel grid
between two point clouds to find the best match. It uses
standard optimization techniques to minimize the difference



between the distributions. Das ef al. [20] proposed a multi-
scale k-means normal distribution transformation (MSKM-
NDT), which addresses the issue of cost discontinuity in
point cloud registration by dividing the data into clusters us-
ing k-means clustering and optimizing them at various scales.
Lu et al. [21] proposed a nondestructive testing algorithm of
variable size voxels, which improved the accuracy of the
algorithm. NDT registration is to register point clouds by
comparing the similarity of grids and nonlinear optimization,
so it has certain robustness to cross-source point clouds. In
the subsequent algorithm of this paper, the NDT algorithm
is used for registration.

III. METHODOLOGY

The overall processing pipeline is shown in the Fig. 2. It
takes a sequence of images, LiDAR scans and IMU data as
input, while high quality fused point clouds are generated.

The module-A takes charge of visual dense reconstruction.
In this module, UAV is used to take aerial photos, whose
position is estimated with the SLAM plug-in using the
GSLAM framework. At the same time, in order to fix the
scale of the visual reconstruction point cloud, the GNSS in-
formation is integrated into the optimization process. Finally,
the DenseFusion method [1] is adopted to densify the point
cloud.

The module-B adopts FAST-LIO2 algorithm [14] to gen-
erates dense point cloud. It uses an efficient tightly-coupled
iterated Kalman filter, and directly registers the raw points to
the map without extracting features. Then, IKD-tree is used
to dynamically maintain the map, which has better search
and access speed than traditional methods.

The module-C performs cross-source point cloud regis-
tration. Firstly, mapping LiDAR-based clouds into vision-
based ones using GNSS position information. In addition,
the approximate range obtained by the visual SLAM can also
be used to replace GNSS information. Due to the presence
of large GNSS error, only a coarse registration range can be
determined. Point clouds are divided into small patches, and
candidate patches are selected based on similar information.
However, this alone cannot solve the problem of cross-source
point cloud registration. To overcome limitations, a novel
cross-view point cloud registration method is proposed. This
method uses the boundary points of 2D projection for rough
registration, and then performs 3D fine registration. The
registered position of all patches is fused into a final position,
resulting in precise cross-source point cloud registration with
different viewing angles.

A. Dense Reconstruction

Real-time monocular dense reconstruction is the initial
phase. It consists of two parts: the pose estimation algorithm
and dense reconstruction.

1) Pose Estimation Algorithm: For each frame of image,
SiftGPU [22] is used to extract feature points and corre-
sponding descriptors. In order to acquire the georeferenced
position, the drone’s pose estimation integrates both visual
and GNSS-based positions. The Bundle Adjustment (BA)

process and optimize two loss functions: re-projection error
e, and GNSS error e,. The overall error function is defined
as follows:

n
min f(z) = % ZeIWrem + e;—Wgeg , (1)
i=0
where e, is re-projection error for 3D points, e, represents
the scale error of both visual and GNSS, W,., W, are the
information matrix of re-projection error and GNSS error. e,
is defined as follows:

e =1, — le exp (¢") P, (2)
K3
where "3; stands for the position of corresponding key point
in current frame. K € R3*3 is the camera internal parameter
matrix, £ € se(3) represents the camera position and pose
represented by Lie algebra, and P; € R? represents the map
point position.
GNSS Error e, is defined as follows:

e; =tgnss —tspam, 3)

where tgnss represents the displacement vector of GNSS
between two frames, tsraps represents the displacement
vector of SLAM.

2) Densification: To ensure point cloud accuracy, dense
reconstruction uses larger baseline images derived from
adjacent time frames as stereo image pairs. Bouguet’s rec-
tification aligns stereo images with parallel optical axes,
and CUDA-accelerated SGM [7] performs efficient stereo
matching.

To minimize depth inaccuracies, we utilized a combination
of depth consistency verification and photometric consistency
verification.

B. Lidar-based SLAM

In order to obtain high quality LiDAR point clouds,
FAST-LIO2 [14] is adopted, which primarily consists of two
modules: the motion model of tightly coupled Kalman filter
and the mapping module.

1) Motion Model: The Kalman filter-based motion model
is employed for efficient processing, which performs forward
propagation of IMU measurements and iterative updating
of each LiDAR scan. The forward propagation estimates
the current LiDAR position by integrating the IMU mea-
surements when they arrive. Specifically, it transfers the
current LiDAR state and covariance when the process noise
is small. Based on the IMU forward propagation estimation,
the scanned point cloud is projected into the world coordinate
system. The point cloud is then aligned with the map points
using nonlinear optimization to minimize errors, resulting in
a more accurate pose estimation.

2) Mapping: The novel data structure IKD-tree is used
to organize the map points for large scale range mapping.
To control the size of the map, the system saves a specific
length of area around the current location. When the LiDAR
scanning area touches the map boundary, the map moves in
the direction of the boundary and deletes map points in the



Fig. 3. GNSS Registration, red one is LiDAR-based point cloud,others are
the vision-based point cloud. There is an obvious mismatch in the cylindrical
tower.

opposite direction. All of these operations are based on the
IKD-tree data structure.

C. Cross-Source Registration

After generated two point clouds from dense reconstruc-
tion and LiDAR-based SLAM, a cross-source point cloud
registration is required to generated a high quality point
cloud. Our algorithm can register point clouds from different
viewing angles. The detailed processing flow is described in
following sections.

1) Pre-processing: Appropriate pre-processing, which is
separated into initial adjustment and point clouds meshing,
is required for dense point clouds. The initial adjustment
of point cloud mainly includes: point cloud down sampling
and coarse alignment. The first step is the point cloud
down sampling. The VoxelGrid filter [23] is used for down
sampling the point cloud, which reduces its density without
losing details. The second step is coarse alignment which
use GNSS constraints. However, the accuracy of GNSS is
often limited, leading to inaccurate alignment, as shown in
Fig. 3. Typically, only the approximate positioning range can
be determined.

Point cloud gridding: For cross-source point clouds, only
a few sub-regions are similar due to significant differences
in regional feature distributions. To address this issue, the
point cloud is segmented into smaller patches for individual
registration. Then, the overall registration pose of the point
cloud can be estimated based on the registered patches. To
partition the point cloud into patches, the point cloud area
is divided into a grid using a specified step length. The
step length is set to one tenth of the scene size based on
experience. Points are then assigned to different grids based
on their positions.

We define the visual dense reconstructed point cloud as
G = {91,92,93 - gn} and the LiDAR reconstructed point
cloud as L = {l1,l2,l3- -1, }. The point cloud patches in
G are defined as Pg = {pg,,Pg,,Pgs - - - Pg. }- In the same
manner, point cloud L is also divided into patches as Py, =
CZPRY Y TAEERY T 3

2) Coarse Match: Even though point clouds G and L
lack complete surface data, there still exist some overlapping
regions that can be utilized to approximately match their

D point cloud patch in Pr.

|:| |:| point cloud patches inPg

Fig. 4.
point cloud patch in Py, blue red patches are in Pg, red patches mean
the candidate patches we select, while blue indicates it is not a candidate.
¢ is the limited angle for selecting the candidates.

2D demonstration of point cloud selection. Green patch is the

patches. The proposed method divides this into two steps:
selecting point cloud candidates and filtering them.

a) Candidate Selecting: The candidate range of the
patches has a great impact on the subsequent matching
accuracy, therefore it is necessary to select a good candidate
range of patches.

The first step is to identify significant features in the
LiDAR point cloud patches. The selected patches, denoted
as Ps' are chosen from Py, based on the criteria of having
a point count in a patch greater than 7. This threshold is set
as insufficient patches do not possess adequate discriminate.

The patches in G are selected based on the position of
P3", as shown in Fig. 4. The origin of L is mapped to G
through GNSS, resulting in GNSS,,4;,. For each p?i” in
Pst its centroid is defined as D .epiroiq and the Euclidean
distance £ between GINSS,;.gir, and D cenitroiq in the X =Y
plane is calculated. To determine the candidate point cloud
patches range, a circular ring on the X — Y plane is defined
with a center at GNSS,,;.¢;,,. The radii of the ring are defined
as:

R = (1+MNE, 4)
ro= (1-XNE, (5)

where ) is the scaling factor for determining the radius range.
CE denotes the circle ring with inner radius of r and outer
radius of R. To find candidate patches, point cloud patches
are selected if any point falls in the C'Z* and then point cloud
patches with 6 satisfying —¢ < 6 < ¢ are reserved, where
0 is the angle determined by the line connecting the patch
centroid and GNSS,,;.4;,,, as well as the line Vgig%"id, as
shown in Fig. 4. The candidate point cloud patches are stored
into the set Pg’,, .

b) Patch Filtering: The use of descriptors helps to
compare each selected LiDAR point cloud patch (pfi“) with
its corresponding candidate patches (Pcélgli). The candidate
patches with low similarity are removed to improve the
precision of future registration. The ESF640 descriptor is
used, but due to its high dimension, ordinary descriptor
similarity calculation, such as Euclid distance is computation
consuming. Hence, the Pearson correlation coefficient is used



instead.
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Here, x and y represent descriptors. £ and y respectively
represent the mean values of x and y. It can be seen that the
calculation can be optimized by pre-calculating the (z; — Z)
and (y; — ¥), so that the calculation will be greatly accel-
erated. If a patch pgfgli in P’ and its corresponding
patch p;'* do not satisfy the condition p(pf“,p;d';l ) > 0.6,
the two descriptors are regarded as irrelevant and the p;f:zi
will be remove from P&, .

3) Neighbor Filter: According to the above preliminary
filtering, the LiDAR point cloud patches and its similar visual
candidate patches have been obtained, but there are still some
patches with poor similarity that need to be eliminated. This
requires comparing the similarity among the neighbors of the
point cloud patches. First, we need to get the neighbors of
each patch in P§/* and its related P&, sets. If the number
of points in its neighbor point cloud patch is greater than
a threshold, it will be selected into corresponding neighbor
patch set whose descriptor should be calculated.

For each patch p;i'* in P§", and its corresponding can-
didate set ng;li, compare their descriptors within their
neighborhoods. Then record its average descriptor similarity
value. Next, if the value is lower than a certain threshold,
the patch p;?t—ni will be removed from the P&, .

Remember that matching in the same direction between
neighbor sets is not mandatory (e.g. a patch’s upper neighbor
does not have to match with another patch’s upper neighbor).
This is because the point cloud segmentation process uses
different criteria, which may result in poor matches if forced
to match in the same direction. Therefore the matching in
the same direction is not mandatory required.

(6)

Algorithm 1 2D-3D Registration

Input: p;’ p;;“—n
Output: K

1: Psth+nbr slt)

= splicing_neighbors(p;

2: PCL“Jr"bT = splicing nelghbor%(pg )

3: for pblt+!tbr . P‘slt«#nbr do

Cdt+nb7 Pcd1+nb7‘ do

for Py

pf'dy = project2D_get.| bounddry -points(p;

bdy
p 95—l
score_2d = find_-min_2D_ score(p

g

‘slt+an)

= project2D_get_boundary p01nts(p°dt+"b')
bdy bdy )
J7 —ly;
if score_2d < min_score then
cdt+nbr find_min_2d_score_patch(score_2d)

4
5

6

7

8

% Imin i

10: Taq = get2D_trans(score-2d)
11: min_score = score-2d

12 slttnbr cdt+nb1 )
13

14

15

score_3d = find_-min_3D_score(p; o
g min =

T34 = get-3D_trans(score_3d)
if NDT_3D_convergence(score_3d) then
. Tpatch =T3q * Tag
16: K.push_back(T pqtch)
17: return K

4) 2D-3D Registration: The matched set for each element
of Pi” has been roughly found. Point cloud registration will
be performed next. The surface of point clouds may be in-
complete due to different viewing angles, and ESF descriptor
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Fig. 5. 2D boundary points registration. LIDAR patch and its candidate

patch set are projected onto the z-plane and boundary points are extracted,
then registered on this basis, which can overcome the problems of point
cloud missing and inconsistent structure to a great extent.

can only help to some extent, but it is not suitable for high
accurate registration. However, for different reconstruction
viewing angle, the boundary points of the object are mostly
complete, so it can be used to register.

Two large point cloud patch sets for registering are denoted

as P30 an P"Gdt_irl"“ which are generated by combin-
ing original Ps” and Pccf’; ;, With their neighbor sets.

In the followmg processing, each point cloud patches
plSlH"bT in P57 are used for estimating their own trans-
formation. Boundary points are extracted for each pS”*”bT
and its corresponding set ng_'fl?br. Points with d > h are
extracted from each patch to filter out ground noise, where
d is the distance from the point to the ground plane and
h is the height threshold value. Then, the collected points
are projected to the X — Y plane, and the boundary points
are calculated, through the boundary estimation algorithm
[23]. Next, the two-dimensional NDT algorithm is used,
plslH”bT is registered with each element in its corresponding
set Pé’li’lnbr An example of 2D registration is shown in the
Fig. 5.

Finally, through the cost of the minimum average distance
of points the p“"lt+"br with it best matching point cloud patch
can be found. In addition, their optimal transformation T4
is also estimated.

Based on 2D registration results, a 3D registration is
conducted through 3D NDT, which adjusts pose in the z-axis
direction. The registration will be adopted if the matching
process can converge, otherwise it will be abandoned.

After 3D registration process, the transformation set T3y
is obtained, the registration pose of this pfilt"'”b’" is defined
as Tpaten = T3q - Taq. If one pair point cloud patches can
estimate the transformation T'pq¢cp, it is append to the final
results set K = KUT .1, The detail of 2D-3D registration
is depicted in Algorithm 1.

5) Post Processing: After the transformation set is es-
timated, an overall optimized transformation is fused from
the transformation set K. The transformation (T) in K
is split into Q (a quaternion representing rotation) and t
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The last row is the point cloud generated by the LiDAR.

(representing translation), which represented in the four-
dimensional space (z, y, z, #), where x, y, z represent t
and 6 represents the angle of two quaternions. Because each
plsilt+"br have its own transformation, cluster according to
the following requirements:

\/(lfz' — )2+ (v — )% + (20— )% <,
fabs{R[Q;, Q;]} < w,

)

where, R[Q;,Q;] represents the angle between Q; and
Q;. If both translation and angle between two different
transformation are less than the threshold values ¢ and w,
they can be grouped into one cluster. After all elements in
the K are processed, the cluster with the largest number
of transformations is extracted and its average value is
calculated as the optimal transformation, where the average
value of Q is calculated by spherical linear interpolation.
The registration can be completed by transforming L to G.
Later, minor adjustments can be adjusted through 3D NDT
once again.

IV. EXPERIMENTS

In order to evaluate the performance of the proposed
method, we first establish multiple simulated and real-
world datasets, demonstrating the registration results on these
datasets. Then, evaluation metrics are proposed to assess the
completeness and alignment accuracy of the point clouds.
The results show that our system achieves highly robust and
accurate cross-source point cloud registration.

The algorithm is implemented based on C++, and all
experiments are tested on a desktop PC equipped with Intel
17-8700 CPU and 16 GB RAM. We run our approach in
64-bit Linux system.

Cross-source dataset. The first row is the over-view image set taken by UAV. The second row is a street-view image example taken by a UGV.

A. Evaluation Metrics

For evaluating performance of point cloud registration, we
propose a novel evaluation metric. First, the result of the
point cloud after registration is defined as O. Then, O and
point cloud G reconstructed from monocular are described
by octree. The evaluation metric of point cloud supplement
degree is defined as follows:

Vo — Ve
Ve

where S); represents the supplement degree, Vo and Vg
represent the leaves volume of O and G after being wrapped
by octree.

For the accuracy evaluation of registration results, due to
the missing of point clouds, the traditional methods cannot be
used. However, the point cloud boundary is usually complete,
the accuracy is compared by detecting the nearest distance
between the boundary points of the point clouds. In the
evaluation, the average value of nearest distance is obtained
as the registration accuracy.

Spt = ®)

B. Datasets

To evaluate our entire pipeline, a cross-view fusion dataset
is created which contains simulation data and real-world
data. These datasets consist of aerial images captured by
UAVs, LiDAR data, and ground-based video recordings. In
Fig. 6, a qualitative example of a dataset is shown.

Synthetic datasets are composed of over-view image set
taken by UAV as well as street-view video and LiDAR data
taken by UGV (Unmanned Ground Vehicle). The environ-
ment is created using Unreal Engine 4, and Airsim simulation
is used to control the UAV, UGV, and various sensors. For
the over-view image set, the GNSS information is stored as
well as the color image. For street-view scene, the camera
and LiDAR are loaded in front of the UGV to capture
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Fig. 7. Simulation experiment results. The first row represents the dense point cloud reconstructed from an overhead view, the second row represents the
LiDAR fusion result obtained using the GICP method, and the third row represents the LiDAR fusion result obtained using our method.
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Fig. 8. Real world experiment results. The first row represents the dense point cloud reconstructed from an overhead view and the LiDAR point cloud.
The second row represents GICP method result. The third row represents our method result.

TABLE I
POINT CLOUD RESULT EVALUATION METRICS

Scene Visual point cloud volume (m?>) | Result volume (m?>) | Volume growth ratio | GICP Accuracy (m) | Our Accuracy (m)
sim-buildingl 217.49 287.57 32.21% 2.54 0.41
sim-building?2 76.05 92.49 21.60% 1.56 0.29
sim-building3 103.67 140.02 35.05% 1.62 0.41
sim-building4 84.05 107.74 28.18% 1.81 0.37
real-building1 2667.33 3025.60 13.43% 2.06 0.66
real-building? 4432.07 4876.19 10.02% 2.31 0.85
real-building3 2495.45 2896.52 16.08% 4.70 0.72




the environmental information in real time and record the
information through the recording function of ROS.

In order to verify the results of the algorithm, we enter the
dataset in the actual world. The DJI Mavic 2 Pro UAV is used
to cruise the urban area at a certain image repetition rate,
take photos at regular intervals, record the GNSS position
information when taking photos, and generate an over-view
image set. The flight altitude is about 65 meters. For the
collection of street-view environment on the ground side, we
use RealSense D435 camera, Livox Avia LiDAR and GNSS
receiver, which are connected to Jetson Xavier NX for data
collection.

C. Experiment Results and Analysis

As shown in the Figs. 7 and 8, experiments are conducted
on both simulation and real datasets. It compares the fusion
data obtained through the GICP [24] method and our method.
The GICP algorithm is used with default parameters. The
figure shows that ICP-based methods are not well-suited
for supplementing incomplete point clouds, since they rely
on an iterative point-to-point optimization process. Gaps in
incomplete point clouds can cause the ICP loss function to
rapidly increase, which forces the algorithm to search for
matches in the gaps and can result in deviations in global
registration. In contrast, our algorithm focuses on matching
point cloud patches and prioritizes patches with prominent
features for matching. Through an iterative coarse-to-fine
registration process, the final matching error is reduced to
tens of centimeters. Quantitative results are listed in Table 1.
It can be seen that the registration accuracy and filling effect
are better than traditional methods.

V. CONCLUSION

In this paper, we propose a framework that can register
cross-source point clouds and fill in missing points from
various viewing angles. This framework has the following
advantages: 1) High accuracy, our method can correctly fit
cross-source point clouds, even if there is a large range of
point missing. 2) Point cloud filling and fusion: 3D cross-
source point clouds reconstructed from a single viewing
angle usually contain missing points. Through cross-source
point cloud filling from multiple viewing angle, the gap of
point clouds can be filled.

Although the proposed method achieves good perfor-
mance, there are still some limitations. In noisy scenes, the
registration effect may not be good enough. At this time,
parameters are needed to adjust then get a better registration
result.
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