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Rolust LayeredMultiple Description Coding of
Scalable Media Data for Multicast

Vladimir StankovE, Raouf Hamzaoui, Zixiang Xiong

Abstract— Layered multiple description codes allow robust To exploit the benefits of both MD coding and layered
transmission of scalable media data over packet erasure net- coding, Chou, Wang, and Padmanabhan [5] proposed codes
works, while providing simple rate adaptation and bandwidth ,hich spjit the multiple descriptions of the system of [1] into
savings for shared bottleneck links. We show how to efficientl | When t | d. the | bandwidth client
design layered multiple description codes for multicast and ayers' en wo layers are U_Se » the _OW' an V\_” C.Iens
broadcast applications in memoryless packet erasure networks. [€CEive only a base layer, while the high-bandwidth clients

Our approach offers a significantl better quality trade-off among  additionally receive an enhancement layer. Unfortunately, this

clients than the best previous solution. construction cannot offer to both clients the same quality per-
formance as two separate, optimal, non-layered MD schemes.
|. INTRODUCTION For example, the scheme of [5] is optimized only for the

Robust transmission of scalable media bitstreams oJQW'b‘i_nﬁWidt?f client.s, $nd thus fthe high-tl)andwidth clients
packet erasure networks can be achieved with the multi[ﬂgtem'a y sufter a signi icant performance [0ss.
description (MD) forward error correction-based system of OUr goal is to provide a better trade-off between the
[1]-[3]. The system transforms a scalable information bip_hstornons seen by all clients in the network. To achieve this,
stream into packets (descriptions) of equal length such ti4§ modify the method of [S] and define an optimal layered

information data of decreasing importance are protected wifP code as one that minimizes the largest performance loss

increasingly weaker maximum distance separable erasufgPerienced by any client. Such a code tends to average the
resilient codes. quality loss among the clients, and thus ensures that none of

the clients suffers a significantly higher quality degradation
than the others. Finding an optimal layered MD code is a dif-
ficult combinatorial optimization problem. To save computing
time, we propose two fast heuristic algorithms. Simulations

D show that our algorithms provide significant improvements in
the quality trade-off over the results of [5].

c Il. PACKET ERASUREPROTECTION

j Suppose that a scalable compressed bitstream is to be
protected and transmitted over a packet erasure channel as
Fig. 1. A common network where server S is connected to two clients B packets of payload siz& symbols each. The system of
and C over a bottleneck link. [1]-[3] builds K segmentss, .. ., Sk, each of which consists
) o of m; € {1,..., N} information symbols, and protects each
In multicast and broadcast applicatiofigered codes [4] segmentS; by adding f; = N — m; redundant symbols
are desirable. Indeed, assume thaF two clients B 'and C receiyeyn (N, m;) systematic erasure-resilient code of maximum
the same data at two different bit rates (the bit rate for Bistance (e.g., a Reed-Solomon code). Then ithepacket
is smaller than that of C) from server S, while sharing @ =1,...,N)is formed from theith symbol of each channel
bottleneck link (Figure 1). Instead of generating and sendiRgdeword. With the constraint, < ... < my, OnNe ensures
a separate bitstream of data to each client, the server can sgpg it at mostf; packets are lost, then the decoder can recover
the same bitstream over the common link. At router D, onlyt |east the firsti segments. Here we also assume that the
a part of the bitstream (first quality layer) is transmitted tg5cket number is indicated in the header of the packet. We
B, while client C receives the whole bitstream (both layersjenote byFy the set ofprotections (fi, ..., fx) such that
In addition to bandwidth savings, layered coding also offerg f1>...> fx > 0. We define thereighborhood N (F)
simple rate adaptation by adding/dropping layers. Finally, o r — (7, ... fx) € Fy as the set of protections of the
allows efficient congestion control [4], [5]. form (fi+1, foreos fic)s (Fr 1, fot 1, fi)s s (L
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F = (f1,...,fx) € Fn, the expected distortion is and the expected distortion for the HC is

EN1+N2 (La 62) = Zfigl Pi(Fl +4q, €2>¢(Vvi(F1 + Q)) +
Py (Fi + q,€2)En,—q(Fa, €2, Vi (F1 + q)), (3

where Py(F,e) = Prob(X > f1), Pi(F,e) = Prob(fi;1 < wheree; and e, are the packet erasure rates in the con-
X< fi)yfori=1,...,K -1, Pk(F,e) = Prob(X < fx), nections between the server and the LC and the server
Vo(F) = 0and fori = 1,...,K, Vi(F) = >, _,mx. A and the HC, respectively. Here we use the notatidhst
protection that minimizes (1) oveFy will be denoted by ¢ = (f! + q,...,fk + ¢) € Fn,4+q and Ey(F,e,t) =
F{. It can be computed iO(N2K?) time [6] or closely K Pi(F,€)¢(t+ Vi(F)), for F € Fy andt > 0. Note that
approximated irO(N K) time with the local search algorithmif F; is optimal for the LC, the HC will have a performance
of [7]. loss compared to the case whdr EleQ is used. Similarly,
f F](\fleZ is used for the HC, ther; # FI(V?), and the LC

I1l. DESIGN OFLAYERED MULTIPLE DESCRIPTIONCODES  gyffers a performance loss. Thus, with an LMD protection,

We consider the situation where many clients simultanbeth clients cannot simultaneously obtain the smallest possible
ously request the same data from a server, while sharingliatortion (as with two optimal non-layered MD protections).
bottleneck link. A layered multiple description (LMD) protec- It is shown in [5] that a naive approach to solve the problem
tion scheme splits multiple descriptions ifltgers, successive by optimizing the protection for only one client usually leads
packets of the same payload size, and sends to Glibetfirst to very high distortions for the non-optimized client. A better
i layers. Thus, if we assume that the packet payload siZé isapproach called LMD coding by unequal erasure protection
symbols and that the-th layer consists ofV; packets, then [5] (and referred to as the-method in the following) uses
K(Ni1+---+N;) symbols will be sent to Client For clarity, the LMD protectionL = (FJ(VT),q,Fg) where F, and g are
we assume in the following that we have only two layers. Th&osen to minimize (3) subject t5, = Fz(vq)- In this way,
first layer pase layer) is sent to the low-bandwidth client (LC), the |.C always has an optimal performance, while the HC
while both the base layer and thehancement layer are sent gyfiers a performance loss. For example, for the Foreman
to the high-bandwidth client (HC). The base layer is protect%eo sequence encoded with MPEG-4 FGS, the expected
with Fy = (f1,..., fic) € Fi,. Thus, this layer contains the gistortion for the HC was 1.4 dB worse than the minimum
first Zfil(f\ﬁ — f}) information symbols. The enhancemengossible [5].
layer consists of/, 0 < ¢ < N, successive packets of parity To reduce such a large performance loss, we propose to
symbols used to strengthen the protection of the base layghimize the maximum performance loss for the two clients,
followed by N, — ¢ packets, which are protected witfy = that is, we look for an(N;, N»)-packet LMD protection that

K
En(F.e) =Y Pi(F,e)¢(Vi(F)), 1)
1=0

(f2,..., %) € Fn,—q- In this way, the enhancement layeiminimizes the cost function

contains the nexp_/ (N, — ¢ — f2) information symbols.

Note that the HC ignores the last, — ¢ packets of the max{|Ex, (L, 1) — En, (F\" 1)),

enhancement layer if it is not able to successfully decode _ (€2)

all information symbols of the base layer. In the following, 1w (L €2) = By (P €21} @

we say thatl = (f1,..., fk,q, f2,..., f%) is an(Ny, N2)-  Since the number of candidates is
packet LMD protection. Table | shows an example wherg" %=~ Zévio (N>R minimizing (4) with brute
Ny =3,No =4, K =4,(fL, 3, f+, fH) = (2,1,1,0), ¢ =2, force is not feasible. In the following, we propose two
and (f2, f3, f3, f1) = (1,1,1,0). heuristic iterative improvement algorithms that compute an

approximate solution in reasonable time.

Paclet 1 1 2 4 6 Algorithm 1: Input: K, Ny, Ny, e1,€2,¢.  Output:  an
Paclet 2 X 3 5 7 .
Packei 3 X - - ) (N1, Ny)-packet LMD protectionL*.
Paclet 4 X X X X 1. Initialization: Compute D} = argminger,, En,(S;€1)
Paclet 5 X X X X and D; = argmingey:Nﬁ% EN1+N2(S, 62). SetF; = DT
ggi:? )9( :E(O :t(l 1% Set Fy = arg minSG]:Nz EN2 (S, €9, VK(Fl)) Set
L* = (F1,0,F3), ¢ = 0, and min = max{|En, (L*,€1) —
TABLE | En, (D1, e1)], [Eny 482 (L7, €2) — Eny v, (D3, €2)|}
THE FIRST THREE PACKETS ARE SENT TO BOTH THEC AND THE HC. 2. Refinement If N(Fy) = @, go to 4. Otherwise,
THE REMAINING FOUR PACKETS ARE SENT TO THEHC ONLY. Numeers 1€ S1 = (s1,...,5x) = arg minSe/\/(Fl) En, (S, €1).
DENOTE INFORMATION SYMBOLS, ”X” DENOTES A PARITY SYMBOL Set 5, = arg miHSesz_q En,—(S, €2, VK (S1)). Set
L" = (51,4, S2).
3. Compute A = max{|En,(L,e1) — En, (D}, €1)l,

Given an(V;, No)-packet LMD protectionl = (Fy,q, F»), |En,+n,(L',€2) — Eny+n,(D3,e2)|}. If A < min, set
it is easy to show that the expected distortion for the LC ismin = A, L* = L', F; = S;. If s1 < N; go to 2.
4. Setq =q+ 1. If ¢ > N, output L* and stop.

K
En (L,e1) = En, (F1,€1) = P(Fy, e Vi(F)), (2 5. Set Fy = argminger, 4 ENZ_q(S,Eg,VK(DT)). Set
v (L) = En, (Fre) ; (), @) S e e e (L )



En, (D7, &)l [En4n, (L €2) = Enyyn, (D3 )]} If o o T ‘
A < min, setmin = A andL* = L. sis | i
6. SetFy = Dy and go to 2. sl **** |
The optimal protection®7, D3, F», Ss (in Steps 1, 2, and ' ' e
5) can be computed with the optimal algorithm of [6]. To
reduce the execution time, one can use instead the suboptimal
but faster algorithms of [2], [3], [7]. In all our simulations, we
used the local search algorithm of [7]. a2
Algorithm 1 starts by computing an optimal protection for s L cmetod —— 1
the base layer and an optimal protection for the enhancement Ao %
layer. The resulting LMD protectioh* is that of theg-method o 2 w0 e a0 00 20
with ¢ = 0. In the refinement phase, we update the solution » umberofpecket
as long as we can decrease the cost function (4). This step
worsens the protection of the base layer, but improves the
performance for the HC. Then, motivated by the observation
that an increase of the number of sent packets requires a
stronger protection [8], we use parity packets from the
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enhancement layer to strengthen the protection of the base ws| o |

layer and repeat the search. Note that the solution computed /s

by the algorithm cannot be worse than the one found with the Br _ 1

g-method. 251l omﬁmlglfiﬂnm:? e
Compared to theg-method, Algorithm 1 reduces the per- wl o - - . q—:née;hod Déo

formance loss for the HC. However, this is penalized by the Number of packets

appearance of a small performance loss for the LC. Typically,

the performance loss for the HC will be much larger thamg. 2. ExpectedPSNR for the LC (top) and the HC (bottom) as a function

the one for the LC. The reason is that in Step 6 we set thiethe number of packets in the second layer. The number of packets in the
. * . . . first layer is fixed to 128. The mean packet loss rate is 0.05 and 0.2 for the

temporal SOIUtIOn for the LC/3, to D, which is optlmal LC and the HC, respectively. Results are for the SPIHT bitstream of Lenna.

for the LC. To improve the performance trade-off among

the two clients, we propose the following variant, which we
call Algorithm 2. It is identical to Algorithm 1 with the f the link between the server and the HC was— 0.2.

exception of two modifications. In Step 6, we do not S%or the g-method, the loss experienced by the HC was as

Fy to Dy; instead, we sef’ to I} + ¢. Also the solution . X

to the refinement in Step 2 is done for packet erasure raﬂ'gh as 1.35 dB' (We recall that themethod alyvays pr(_)V|des

e, that is, we setSy — arg mingep s En, (S, €2) and opt|m_al protection for the LC.) In contrast, with Algorithm 2,

LQ,’ _ (s " (—0).4.5). In this b;;a( XI orlitJqu ) tries to he highest loss was 0.65 dB for the LC and 0.69 dB for the
ol 1), 22)- Y, Al HC. Algorithm 1 gave a smaller loss for the LC (<05 dB),

2?;(22 goelt;ing stuck at a solution whose base-layer part is t Bt the loss for the HC was up to 1 dB.
I.

When the local search algorithm of [7] is used, the worst—lIf V,V‘; compl)are the ayerag(re] loss of th? LCh'arr:d the HC,
case complexity of both algorithms @(N2N,). Algorithm 1 always provided the best result, which was up to

0.35 dB better than that of themethod.
Figure 3 compares the results for thé2 x 512 Peppers
IV. RESULTS image. Results for the standard 1%6144 QCIF Foreman
This section provides a comparison betweengtineethod of video sequence are presented in Figure 4. Table Il shows the
Chouer al. [5], Algorithm 1, and Algorithm 2. An exponential largest expected loss caused by each algorithm.
model was used to model the packet loss rate in the channelVe obtained similar results for other packet loss rates,
[2], [7]. In all experiments, the number of packets in the basgith 0.01 < € < e or ¢ < e < 0.1. However, when
layer was fixed toN; = 128, and the number of packets ine; = ¢;, the g-method usually had a small performance loss,
the enhancement layel,, was varied from 10 to 125. Theand thus our algorithms were able to improve the solution only
scalable information bitstream was generated with the SPIRlightly. Also, whene; > €5, our algorithms were not able to
algorithm [9] for images and 3D-SPIHT [10] for video. Thesignificantly improve thei-method. On the other hand, when
packet payload size was equal 6 = 48 bytes for images ¢; < 0.01 ande, > 0.1, all three methods experienced a large
and 200 bytes for video. Instead of minimizing the expectgubrformance loss. For example, for the Lenna image, when
distortion, we maximized the expected peak signal to noisge assumed an error-free link between the server and the LC,
ratio (PSNR). This was achieved in a straightforward mannand heavily corrupted the link between the server and the HC
by adapting the cost functions and the algorithms accordingiyhe packet erasure rate was 0.2), then #r = 128 and
Figure 2 shows results for the standard grey-scale 8 bi¥s = 10, the HC suffered a performance loss (compared to
per pixel512 x 512 Lenna. The mean packet loss rate in ththe optimal value of 29.44 dB) as high as 9.11 dB, 8.39 dB,
link between the server and the LC was= 0.05 and that and 1.60 dB with the;-method, Algorithm 1, and Algorithm



Algorithm Lenna Peppers Goldhill Foreman
q-method 1.35 1.78 1.52 1.49
Algorithm 1 1.06 1.46 1.22 1.32
Algorithm 2 0.69 0.69 0.52 0.70
TABLE I

LARGEST EXPECTEDPSNRLOSS IN DB. THE NUMBER OF PACKETS IS
FIXED TO 128FOR THELC AND VARIED BETWEEN 10 AND 125FOR THE
HC. THE MEAN PACKET LOSS RATE I1S0.05AND 0.2FOR THELC AND
HC, RESPECTIVELY

T T T T T T

B O e e AR O

*-
31.3 R
* T SRR

T 312 N H 4
x DUk kKR
z ; *
D 311 R
°
2 :
o :
g sp ; ]
2 ;
w :
309 ; ]
308 | g-method —+— |
*. Algorithm 1 ---x---
“e- %k Algorithm 2 ------
f L L L N L
0 20 40 60 80 100 120

Number of packets
31.5 T T T T T

%M
g
31 b ol L
X
,x“g-'ﬁ"
30.5 X,,%cg«ﬁ” 4
- T
@ X
k=) 30 %,/.M 4
o e
& 205 g E
D 29, XK
¥ B
3 [
8 20 i |
3 X
2 .
w iy
28.5 T -
i
28 - X Optimal for HG —+—
a8 Algorithm 2 ---x---
x Algorithm 1 ------
275 g-method &
al 1 1 1 1 1 1
0 20 40 60 80 100 120

Number of packets

Fig. 3. ExpectedPSNR for the LC (top) and the HC (bottom) as a function
of the number of packets in the second layer. The number of packets in the
first layer is fixed to 128. Mean packet loss rates are 0.05 and 0.2 for the L[:z]
and the HC, respectively. Results are for the SPIHT bitstream of Peppers.

T T T T T T
30.3 B
30.2 4

o

S 301 K wl ox 4

' : * R

o 30 Hox

° *

£

o H

@ ;

e 209 | ; 4

w H
208 i ~

* : g-method —+—
297 * : Algorithm 1 ---x---
’Hf* ) ) ) Algorithm 2 ------
0 20 40 60 80 100 120
Number of packets
305
30

— 295 |

)

=

£ 29t

o

o

3 285

5

(53

o

2

w28t

- X
27.5 ¥
i Optimal for HC —+—
Kl Algorithm 2 ---x---
27 . Algorithm 1 ------
*, g-method &
o L L L L N L
0 20 40 60 80 100 120

Number of packets

Fig. 4. ExpectedY-PSNR for the LC (top) and the HC (bottom) as a function
of the number of packets in the second layer. The number of packets in the
first layer is fixed to 128. Mean packet loss rates are 0.05 and 0.2 for the LC
and the HC, respectively. Results are for the 3D-SPIHT bitstream of the first
group of frames (of size 16) of the QCIF Foreman sequence.

be designed. Future work will include an efficient extension
of our algorithms to more than two layers.
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