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Person Re-Identification by Robust
Canonical Correlation Analysis
Le An, Songfan Yang, Member, IEEE, and Bir Bhanu, Fellow, IEEE

Abstract—Person re-identification is the task to match people
in surveillance cameras at different time and location. Due to
significant view and pose change across non-overlapping cameras,
directly matching data from different views is a challenging issue
to solve. In this letter, we propose a robust canonical correlation
analysis (ROCCA) to match people from different views in a
coherent subspace. Given a small training set as in most re-iden-
tification problems, direct application of canonical correlation
analysis (CCA) may lead to poor performance due to the inac-
curacy in estimating the data covariance matrices. The proposed
ROCCA with shrinkage estimation and smoothing technique
is simple to implement and can robustly estimate the data co-
variance matrices with limited training samples. Experimental
results on two publicly available datasets show that the proposed
ROCCA outperforms regularized CCA (RCCA), and achieves
state-of-the-art matching results for person re-identification as
compared to the most recent methods.

Index Terms—Canonical correlation analysis (CCA), covariance
estimation, person re-identification, subspace, surveillance.

I. INTRODUCTION

P ERSON re-identification aims at matching people across
non-overlapping cameras. It has a great potential in

surveillance applications such as crowd monitoring [1] and
people tracking [2]. Recently there has been a significant
research interest in the design of re-identification algorithms
[3], [4], [5], [6], [7], [8], [9], [10]. To associate individuals
at different time and locations is a challenging task, since the
captured images of the same subject may vary significantly due
to pose variation, illumination change, occlusion, background
clutter, and low image resolution.
In general, there are two classes of methods to improve the

performance of person re-identification. Methods of the first
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class extract robust appearance features such that discrimination
is ensured for different subjects while invariance is maintained
for the same subject in different camera views. Kviatkovsky et
al. [11] discovered an intra-distribution color structure and ap-
plied it in conjunction with covariance descriptors to re-iden-
tify people. Kuo et al. [12] applied semantic color names to
describe a person by the probabilities of the presence of pre-
defined colors. This resulted in a better performance than what
was achieved using color histograms only. Yang et al. [13] pro-
posed a color descriptor based on salient color names which can
guarantee that a higher probability will be assigned to the color
name which is closest to the intrinsic color. Farenzena et al. [4]
combined features including the overall chromatic content, the
spatial arrangement and the presence of recurrent local motifs to
handle individual matching with appearance variation. Liu et al.
[14] studied the importance of different features and proposed
a method for on-the-fly feature mining. Zhao et al. [15] learned
discriminative mid-level filters from automatically discovered
patch clusters to identify specific visual patterns.
Methods of the second class learn feature transformations

or distance metrics such that the intra-class distance between
the same person from different cameras is reduced and the
inter-class distance between different persons is increased.
Following this spirit, Zheng et al. [8] formulated re-identi-
fication as a relative distance comparison problem, and the
likelihood is maximized such that the distance between the
same-person image pair is smaller than the distance between
a different-person image pair. Köstinger et al. [16] proposed
a simple metric called “KISS” from a statistical inference
perspective such that a decision of dissimilarity can be ob-
tained by a likelihood ratio test. Tao et al. [9], [10] improved
the “KISS” metric and achieved a better performance. Hirzer
et al. [7] developed a relaxed pairwise learned metric based
on Mahalanobis distance. Li et al. [6] partitioned the image
spaces of two camera views into different configurations
based on the similarity of cross-view transforms and image
pairs with similar transforms were projected into a common
feature space for matching. An et al. [17] proposed the use of
reference descriptors instead of using image features directly.
Loy et al. [18] proposed a cross canonical correlation analysis
(xCCA) to model temporal and causal relationships between
regional activities within and across camera views. Li et al.
[19] proposed a filter pairing neural network in which mis-
alignment, pose difference, occlusions and background clutter
were jointly handled with the help of abundant data. Xiong et
al. [20] applied multiple kernel-based metrics in conjunction
with histogram-based features and showed improvement over
state-of-the-art on several datasets.

1070-9908 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. The proposed robust canonical correlation analysis (ROCCA) method
for person re-identification.

In this letter, we propose a robust canonical correlation
analysis (ROCCA) based method to project the data from
different views into a coherent subspace where matching can
be reliably performed. Fig. 1 provides an overview of ROCCA
based re-identification process. As the basis of the proposed
ROCCA, canonical correlation analysis (CCA) is a multi-view
data analysis technique and has been applied to various tasks
such as face recognition [21] and image super-resolution [22].
However, for person re-identification, normally the number
of training samples is significantly smaller than the feature
dimension. As a result, direct application of CCA is prone to
poor performance due to error in estimation of the data covari-
ance matrices. The improvement of CCA has been studied in
previous work using projection pursuit and alternating regres-
sions [23]. An et al. [17] used regularized CCA (RCCA) in
conjunction with a reference set for person re-identification. In
this letter we propose an alternative method to apply CCA to
the problem of person re-identification. Unlike RCCA used in
[17], in this letter the proposed ROCCA is based on a shrinkage
estimation and smoothing technique. The proposed method
is less complicated and consistently outperforms the existing
alternative (i.e., RCCA). As compared to the recent methods,
state-of-the-art results are achieved on two public datasets.
The implementation of ROCCA will be made available upon
request.

II. CANONICAL CORRELATION ANALYSIS (CCA)

First introduced in [24], CCA is a multivariate statistical anal-
ysis tool. CCA aims at projecting two sets of multivariate data
into a subspace such that the correlation between the projected
data is maximized.
In the problem of person re-identification, given image

pairs from two cameras, appearance features with dimension
are first extracted from the images. These feature vectors

are organized into two data matrices
and . The goal

of CCA is to find a pair of projection vectors and
such that the correlation coefficient of and

is maximized. Specifically, the objective function to be
maximized is

(1)

where is a covariance operator and computes
the data variance. The covariance matrices are computed by

, , , and
, where is the expectation operator.

Eqn. (1) can be reformulated as a constrained optimization
problem as follows

subject to (2)

The solution of and in Eqn. (2) can be obtained through
the following generalized eigenvalue problem

(3)

and is an eigenvector of , is an
eigenvector of .

III. ROBUST CCA (ROCCA)

To obtain the solution of CCA, the inverse of the covariance
matrices and needs to be computed. In practice, for
problems like person re-identification, the number of available
samples is usually smaller than the feature dimension per
sample. In this case the covariance matrices may be singular and
their inverse would be ill-conditioned. To tackle this problem,
the goal is to find an estimated covariance matrix which best
approximates the underlying covariance matrix in terms of
the mean square error given by

(4)

where denotes matrix Frobenius norm. Directly solving
Eqn. (4) is infeasible due to the unknown data covariance .
To obtain a feasible estimation, the shrinkage algorithm was
proposed in [25]. Specifically, given sample covariance , the
shrinkage method generates the estimated covariance matrix
in the following form

(5)

where is the shrinkage coefficient, , where
computes the matrix trace, and is an identity matrix.
To obtain the shrinkage coefficient , the optimization, re-

ferred to as oracle estimator, is defined as

subject to
(6)

Eqn. (6) is not approachable due to the unknown . To over-
come this issue, we apply Oracle Approximating Shrinkage
(OAS) method [26] to approximate the solution of Eqn. (6).
OAS is designed as an iterative algorithm for the oracle esti-
mator. In the first step is replaced with sample covariance
as an initial guess and is obtained. In the second step,
replaces and is acquired. Subsequent steps iteratively

refine the covariance estimation .
As proved in [26], the OAS iterative process converges to a

closed form solution of given by

(7)
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where is the number of samples. This expression allows us to
obtain without iteration, and the estimated covariance can
be readily computed by Eqn. (5).
For more robust estimation of the covariance matrix, we

apply the smoothing technique [9] to stabilize the small eigen-
values of , which are prone to estimation errors. To proceed,
we first compute eigen-decomposition of as

(8)

where . To perform smoothing,
the last smallest eigenvalues are replaced by a constant
which is computed as the average of the last eigenvalues

(9)

The smoothed version of eigenvalue matrix becomes
, and the final covariance estimation is ob-

tained by

(10)

In our problem, instead of using the sample covariance ma-
trices and in Eqn. (3) to calculate CCA projection
matrices, we use the robustly estimated covariance matrices

and to solve the CCA problem in Eqn. (3), which
is referred to as ROCCA. The computation of and
using shrinkage and smoothing is summarized in Algorithm 1.
ROCCA projection matrices are computed during training. In
the testing phase of re-identification, given a probe, image fea-
tures are first extracted and then transformed into the subspace
learned by ROCCA. The matching is based on the similarity
between the projected features of a probe and a gallery using the
Nearest Neighbor (NN) classifier. We have empirically found
out that cosine similarity performs better than L2 distance and
it is computationally more efficient. Therefore, we have chosen
to use cosine similarity.

Algorithm 1 PRobust Covariance Estimation for CCA.

Input:

Sample covariance matrices and

1: Compute using OAS estimator in Eqn. (7).

2: Perform shrinkage estimation using Eqn. (5) to obtain
and .

3: Compute eigen-decomposition of and
using Eqn. (8).

4: Perform smoothing using Eqns. (9), (10).

Output:

and

IV. EXPERIMENTS

A. Datasets

To evaluate our method, the VIPeR dataset [3] and the CUHK
Campus dataset [27] are used. The VIPeR dataset contains im-

Fig. 2. Samples from VIPeR dataset (left) and CUHK Campus dataset (right).

ages of 632 persons in two cameras. For each person, one image
is available in each view. For most of the subjects the view
change is more than 90 degrees. The CUHK Campus dataset
includes images of 971 subjects from two non-overlapping cam-
eras. One camera captures the frontal or rear view of a person
and the other camera captures the profile view of a person. Each
person has two images in each camera view. Fig. 2 shows some
samples from the two datasets.

B. Experimental Setup

All of the images in the experiments are normalized to
. Each image is divided into blocks of size . The blocks

are overlapped by 50% in both horizontal and vertical direc-
tions. For each block, the extracted color features include the
quantized mean values of different channels in the HSV and
Lab color space, and the semantic color names [12]. The tex-
ture features are extracted using the 8-bit Local Binary Patterns
(LBP) [28]. The final appearance features for one block is the
concatenation of both color and texture features with dimension

.
To determine the parameter for smoothing in Eqn. (9), we

adopt the elbow method [29]. Elbow method has been widely
used to determine the number of clusters for clustering algo-
rithms such as K-means. In our case, we choose such that at
the “elbow” position, most significant eigenvalues are kept.
Specifically, is set to 314 for the VIPeR dataset and 480 for
the CUHK Campus dataset in the experiments.
To fairly compare with other methods, we follow the standard

experimental protocols used in the previous work (e.g., [4], [7],
[16], [30]) for both datasets. Each dataset is randomly split into
two subsets of equal size. Half of the data are used for training
and the other half are used for testing. Gallery consists of im-
ages from one camera and images from the other camera are
used as probes. For each dataset, the experiments are conducted
10 times and the averaged matching results are reported. The
results from the competing methods are directly obtained from
the corresponding papers.

C. Results

Experimental results are reported in terms of matching rates
at different ranks. To evaluate and compare the performance of
the proposed ROCCA with RCCA [17], the CMC curves for
the top 10 ranks on the VIPeR dataset and the CUHK Campus
dataset are plotted in Fig. 3 and Fig. 4, respectively. Note that
the same image features (see Section IV-B) are used for both
methods. Fig. 3 and Fig. 4 provide a major justification of the
proposed approach. For the VIPeR dataset, the rank-1 matching
rate is 26.19% using RCCA. When ROCCA is used, the rank-1
matching rate rises to 30.44% due to the improved covariance
estimation, yielding a relative increase of 16%. At higher ranks,
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Fig. 3. CMC curves of RCCA and ROCCA on the VIPeR dataset.

Fig. 4. CMC curves of RCCA and ROCCA on the CUHK Campus dataset.

the ROCCA basedmethod consistently outperforms RCCA. For
the CUHK Campus dataset, the rank-1 matching rate goes up
from 26.36% to 29.77% when RCCA is replaced by ROCCA,
which indicates a relative improvement of 13%.
To compare our method with the state-of-the-art, 16 recent

methods are included in the comparison on the VIPeR dataset.
The matching rates at various ranks for different methods are
reported in Table I. Compared to the rest of the methods, the
ROCCA based approach achieved the highest matching rate of
30.44% at rank-1. Note that in the method of [17] referred to as

, RCCA has been used to first project the image
features into a coherent subspace to learn the reference descrip-
tors. Using ROCCA in conjunction with semantic color names
in the image features, very competitive results are achieved by
the proposed method with a much simpler framework. Note
that when the same image features are used, ROCCA outper-
formed RCCA, as illustrated in Fig. 3 and Fig. 4. Compared to
the rest of the methods, ROCCA based method also has superior
performance.
For the CUHK Campus dataset, we compare the proposed

method with eight different approaches. Table II lists the
matching rates at different ranks. The results of ROCCA and

[17] are very close at different ranks, while
outperforming the rest of the methods. This is similar to
the observation made in Table I. To evaluate if ROCCA
can be incorporated with an existing method [17] for im-
proved performance, we compare ROCCA in conjunction
with RD ( ) to [17] using the
same image features and the same matching method (i.e.,
cosine similarity ) as in [17]. Table III shows that im-
proved matching results (in terms of rank-1 matching rate) are
achieved when ROCCA is used in an existing framework [17].
Regarding the computational cost, the one-time offline co-

variance estimation (see Algorithm 1) takes less than 10 seconds

TABLE I
MATCHING RATES (IN%) ON THE VIPER DATASET

TABLE II
MATCHING RATES (IN%) ON THE CUHK CAMPUS DATASET

TABLE III
RANK-1 MATCHING RATE (IN%) OF AND [17]

USING THE SAME IMAGE FEATURES AS IN [17]

on both datasets using the unoptimized Matlab implementation
on a laptop with Intel i7 2.4 GHz CPU and 8 GB RAM. This
can be further improved to ensure efficiency. In addition, the
proposed method can be generalized with different feature de-
scriptors or classifiers.

V. CONCLUSIONS

In this letter, we have presented a robust canonical corre-
lation analysis (ROCCA) based method for person re-identi-
fication. Given the nature of the re-identification problem in
which a small sample size of data encounters a high feature di-
mension, the proposed ROCCA can robustly estimate the data
covariance matrices in order to learn feature transformations.
The learned transformation matrices project the original data
from different cameras into a coherent subspace with maxi-
mized correlation between the same person. Despite the sim-
plicity in its implementation and efficiency in computation, the
proposed ROCCA consistently outperformed regularized CCA
(RCCA), and achieved competitive or better results as compared
to the most recent methods on two widely used person re-iden-
tification datasets. In addition, the proposed ROCCA can be in-
corporated into existing re-identification methods to obtain im-
proved matching results.
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