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Abstract—As an effective tool for two-dimensional data analy-
sis, two-dimensional canonical correlation analysis (2DCCA) is
not only capable of preserving the intrinsic structural infor-
mation of original two-dimensional (2D) data, but also reduces
the computational complexity effectively. However, due to the
unsupervised nature, 2DCCA is incapable of extracting suffi-
cient discriminatory representations, resulting in an unsatisfying
performance. In this letter, we propose a complete discriminative
tensor representation learning (CDTRL) method based on linear
correlation analysis for analyzing 2D signals (e.g. images). This
letter shows that the introduction of the complete discriminatory
tensor representation strategy provides an effective vehicle for
revealing and extracting the discriminant representations across
the 2D data sets, leading to improved results. Experimental
results show that the proposed CDTRL outperforms state-of-
the-art methods on the evaluated data sets.

Index Terms—Two-dimensional canonical correlation analysis,
two-dimensional linear correlation analysis, discriminative tensor
representation learning.

I. INTRODUCTION

RAPID developments in sensory and computing tech-

nology have enabled the accessibility of multiple

data/information sources representing the same phenomenon

from a variety of acquisition techniques and devices. Specif-

ically, multiple data/information sources in images have been

playing a vital and central role in two and multidimensional

signal processing. Therefore, multiple data/information repre-

sentation learning is becoming a challenging but increasingly

significant research topic in the signal processing and statistics

communities [1-2, 21].

Recently, correlation analysis has drawn more attention in

academic and industrial sectors for multiple data/information

representation learning [3, 26]. The aim of correlation analysis

is to measure and evaluate intrinsic correlation across different

data sets. As a typical representation for linear correlation

analysis, canonical correlation analysis (CCA) plays important

roles and has been applied to signal analysis, visual represen-

tation and other tasks [4-5]. In CCA, not only is the correlation

taken into consideration, but the canonical characteristic is

employed to gain maximal correlation. Consequentially, CCA

is widely utilized for cross-modal correlation analysis, such

as audiovisual-based emotion recognition [6] and medical

imaging analysis [7], etc. Nevertheless, in the field of image

and visual computing, 2D data samples are reshaped into one-

dimensional vectors before CCA is performed. It is known
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that the reshaping operation breaks the spatial structural in-

formation of 2D data sets and introduces a higher computing

complexity [8].

Therefore, two-dimensional CCA (2DCCA) is presented to

address this problem [9]. 2DCCA aims to identify the maximal

linear correlation among 2D data sets directly, without going

through the reshaping operation. In addition, since the size of

covariance matrices for 2D data is smaller than the reshaped

vector-based covariance matrices, 2DCCA leads to a lower

computational complexity than CCA [9,18]. Assume we have

N two dimensional samples with a size of m × n. Then

the computational complexity of the traditional CCA is on

the order O((mn)3) while 2DCCA only requires a compu-

tational complexity of O((m)3) or O((n)3). Moreover, local

two-dimensional canonical correlation analysis (L2DCCA)

[17] and two-directional two-dimensional kernel canonical

correlation analysis ((2D)2KCCA) [10] are proposed as

an extension of 2DCCA. In L2DCCA, the local structural

information is introduced to the 2DCCA space, revealing

more useful representations between 2D data sets with the

computational complexity on the order of O((m)3 + (N)2m)
or O((n)3 + (N)2n). The main purpose of (2D)2KCCA

is to explore the nonlinear correlation between different 2D

data sets, in order to achieve better classification performance.

However, as far as we know, since most of the existing

2DCCA and related algorithms belong to the unsupervised

learning category, they are not able to measure and extract

sufficient discriminatory representations across 2D data sets ef-

fectively, resulting in an unsatisfying recognition performance.

To address the aforementioned issues, a complete discriminant

tensor representation learning (CDTRL) is proposed.

The contributions of this letter are summarized as follows:

1) A discriminant tensor representation learning solution is

proposed to explore discriminative representations from 2D

data sets. 2) The discriminative representations derived from

the range space and the null space of the within-class matrix

are utilized jointly to construct a complete discriminant de-

scriptor for 2D correlation analysis. 3) The generality of the

proposed CDTRL is validated by two examples. This generic

nature guarantees that CDTRL can be used in a broad range

of applications.

The remainder of this letter is organized as follows: A

review of related work is presented in Section II. The proposed

CDTRL is formulated in Section III. Experimental results and

analysis are shown in Section IV. Conclusions are given in

Section V.
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II. RELATED WORK

In this section, we briefly introduce the fundamentals of the

2DCCA and L2DCCA methods, respectively.

A. 2DCCA

Suppose we have two 2D data sets X and Y . The samples
from X and Y are defined as Xi ∈ Rm×n, Yi ∈ Rp×q(i =
1, 2, ...N), where N is the number of samples. The mean
matrices of X and Y are calculated as below

MX = 1/N
N
∑

i=1

Xi,MY = 1/N
N
∑

i=1

Yi, (1)

and denoted as X∼ = X −MX and Y ∼ = Y −MY . Then,

the purpose of 2DCCA is to find left projected matrices LX &

LY , and right projected matrices RX & RY , which maximize

the correlation between LX
′X∼RX and LY

′Y ∼RY jointly.

The optimization of 2DCCA is given in equation (2) [9]

argmax (LX
′X∼RX · (LY

′Y ∼RY )
′),

s.t.var(LX
′X∼RX) = var(LY

′Y ∼RY ) = 1,
(2)

where ‘var’ denotes the variance of a given variable. In equa-

tion (2), we are capable of finding the solutions to LX , LY ,

RX and RY by a generalized eigen-value (GEV) algorithm.

B. L2DCCA

For the L2DCCA method, a manifold algorithm is intro-
duced to 2DCCA to explore the local structural information
between the 2D data sets. The weight AX

ij between two
samples Xi and Xj in X is formulated as

AX
ij = exp(−

‖Xi −Xj‖
2

F

σ2
), (3)

where ‖.‖F is the Frobenius norm. The aim of L2DCCA is

to find two pairs of projected matrices LKX
, LKY

, RKX
and

RKY
according to the relation in (4)

argmax (AX
ijLKX

′X∼RKX
· (AY

ijLKY

′Y ∼RKY
)′),

s.t.var(AX
ijLKX

′X∼RKX
) = var(AY

ijLKX

′Y ∼RKY
) = 1.

(4)

Then, solutions to equation (4) are obtained by using the GEV

algorithm iteratively.

III. THE PROPOSED CDTRL METHOD

Given two sets of 2D data X = [X1, X2, ...XN ] and Y =
[Y1, Y2, ...YN ], where Xi ∈ Rm×n, Yi ∈ Rp×q(i = 1, 2, ...N).
Then, the zero-mean data sets are denoted as X∼ and Y ∼, re-

spectively. Assume the size of the two paired project matrices

in 2DCCA satisfies the relation: LX ∈ Rm×d1 , LY ∈ Rp×d1 ,

RX ∈ Rn×d2 and RY ∈ Rq×d2 . Then the projections of

2DCCA on the two 2D data sets are expressed as follows

XP = LX
′X∼RX , YP = LY

′Y ∼RY , (5)

where XP ∈ Rd1×d2×N and YP ∈ Rd1×d2×N . Let nk be the
number of samples in the kth class and satisfy the following
relation

c
∑

k=1

nk = N, (6)

where c is the number of classes in X and Y .

From equation (5), it is known that there are N paired maps

in the d1 × d2 plane and their correlation achieves maximum

on this plane, which is depicted in Figure 1.
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Figure. 1 The representtaion of the N paired maps (XP , YP ).

According to Figure. 1, it is observed that XP and YP can

be represented by two three-dimensional tensors. Our aim is to

find the discriminative representations between the two three-

dimensional tensors. However, it is an interesting but challeng-

ing research topic to extract the discriminative representations

between high dimensional tensors [22-23]. To address this

issue, a discriminant tensor strategy is proposed according to

the canonical property. According to the canonical property,

the correlation satisfies the relation in equation (7)

{

(LX
′X∼

u RX · (LY
′Y ∼

w RY )
′) = 0,

(LX
′X∼

wRX · (LY
′Y ∼

u RY )
′) = 0,

(7)

where u,w ∈ [1, 2, ...N ]. Therefore, the correlation between

different paired maps is 0. Then, the N paired maps (XP , YP )

can be connected as shown in Figure. 2 with the maximum

correlation.
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Figure. 2 The connection of the N paired maps (XP , YP ).

The connected N paired maps are expressed mathematically
in equation (8)

F =

[

XP

YP

]

=

[

LX
′X∼RX

LY
′Y ∼RY

]

, (8)

or in matrix-vector form

F =

[(

LX 0

0 LY

)]
′
[(

X∼
0

0 Y ∼

)][

RX

RY

]

. (9)

Thus, discriminative representation extraction from tensors
is accomplished by maximizing the between-class matrix and
minimizing the within-class matrix from N connected maps
jointly.

The total mean matrix of F is calculated in equation (10)

MF =
1

N

N
∑

i=1

Fi, (10)

and the mean matrix of the jth class in F is calculated in
(11)

MFj
=

1

nj

nj
∑

s=1

Fjs, (11)

where Fjs represents the sth sample in class j.
Afterwards, the within-class and between-class matrices of
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N samples in d1×d2 space are computed using the following
formulas

Sw =
c
∑

j=1

∑

s∈j

(Fjs −MF )(Fjs −MF )
′

,

Sb =
c
∑

j=1

nj(Fj −MFj
)(Fj −MFj

)
′

.
(12)

Then, CDTRL aims to find the optimal left projected matrix
l and right projected matrix r as formulated in equation (13)

Sb,lr =
c
∑

j=1

nj l
′

(Fj −MFj
)rr

′

(Fj −MFj
)
′

l,

Sw,lr =
c
∑

j=1

∑

s∈j

l
′

(Fjs −MF )rr
′

(Fjs −MF )
′

l.
(13)

The proposed CDTRL method is formulated as the following

optimization problems to extract the complete discriminative

representations corresponding to joint utilization of the range

space (14) and the null space (15) of the within-class matrix

[19]

argmax
l,r

tr(Sb,lr)
tr(Sw,lr)

= argmax
l,r

tr(
c∑

j=1

nj l
′

(Fj−MFj
)rr

′

(Fj−MFj
)
′

l)

tr(
c∑

j=1

∑

s∈j

l
′ (Fjs−MF )rr′(Fjs−MF )

′
l)

s.t. Sw,lr 6= 0,

(14)

or

argmax
l,r

tr(Sb,lr)

= argmax
l,r

tr(
c
∑

j=1

njl
′

(Fj −MFj
)rr

′

(Fj −MFj
)
′

l)

s.t. Sw,lr = 0,

(15)

where tr denotes the trace operation of a matrix. Since l

& r are two independent matrices and there is no intrinsic

relation between them, it is difficult to compute the optimal

l & r simultaneously [20]. To obtain the optimal l and r, an

iterative strategy is proposed in this letter, which is described

as follows. Given an initial value of r (or l) and the projected

matrix of l (or r) is obtained by solving the optimization

problem in equation (14) or (15). Afterwards, the projected

matrix r (or l) is updated with the previous l (or r). Thus,

l and r are determined by iteratively calculating the ratio

between tr(Sb,lr) and tr(Sw,lr) or tr(Sb,lr) until convergence.

Then, the computational complexity of CDTRL is on the order

of O((m)3 + (N)3) or O((n)3 + (N)3). A more detailed

description is summarized in the following subsections.

A. Update the optimal matrix l

For a given r, Sw,lr and Sb,lr are formulated in (16)

Sw,lr = l
′

Sw,lr
rl,

Sb,lr = l
′

Sb,lr
rl,

(16)

where

Sw,lr
r =

c
∑

j=1

∑

s∈j

(Fjs −MF )rr
′

(Fjs −MF )
′

,

Sb,lr
r =

c
∑

j=1

nj(Fj −MFj
)rr

′

(Fj −MFj
)
′

.
(17)

Then, using the Lagrange multiplier method, the projected
matrix l is obtained by solving the following optimization
functions

Sw,lr
rl = λSb,lr

rl
s.t. Sw,lr 6= 0,

(18)

or
argmax

l
tr(l

′

Sb,lr
rl)

s.t. Sw,lr = 0.
(19)

B. Update the optimal matrix r

Similarly, with a given r, Sw,lr and Sb,lr are formulated in
(20)

Sw,lr = r
′

Sw,lr
lr,

Sb,lr = r
′

Sb,lr
lr,

(20)

where

Sw,lr
l =

c
∑

j=1

∑

s∈j

(Fjs −MF )ll
′

(Fjs −MF )
′

,

Sb,lr
l =

c
∑

j=1

nj(Fj −MFj
)ll

′

(Fj −MFj
)
′

.
(21)

Again, the projected matrix r is obtained by solving the
optimization functions in (22) or (23)

Sw,lr
lr = ηSb,lr

lr
s.t. Sw,lr 6= 0,

(22)

or
argmax

l
tr(r

′

Sb,lr
lr)

s.t. Sw,lr = 0.
(23)

The CDTRL algorithm is summarized in Algorithm 1 and

the block diagram is depicted in Figure. 3.

Algorithm 1 The proposed CDTRL algorithm

Require:

* Given two 2D data sets X and Y with N samples.

Ensure:

* Compute the zero-mean data sets X∼ and Y ∼.

* Find projected matrices LX , LY , RX and RY according

to equation (2).

* Construct the matrix F based on equation (9).

* Calculate the matrices Sw,lr
r, Sb,lr

r, Sw,lr
l and Sb,lr

l,

respectively.

* Calculate the r and l according to (18)(22) or (19)(23)

until convergence iteratively.

return the optimal matrices l and r.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

To examine the performance of CDTRL, we conduct experi-

ments on AR [11] and FERET [12] face data sets, respectively.

The 2D samples in AR database are collected under various

conditions, such as different facial emotions, lighting. etc. To

verify the generality of the proposed method, 480 samples of

120 subjects are chosen randomly from the AR face database

and each of them was normalized to a size of 50 × 50

pixels. In addition, for each subject, we select four different

face images, including one reference sample and the other

three samples under different expressions and illumination

conditions. In the FERET database, 600 samples of 200

subjects with a size of 80 × 80 pixels are selected. For

each person, it contains three samples with different poses

(e.g. front, left and right). In what follows, we will test the

performance of CDTRL under different conditions (e.g. facial

expressions and illumination) on the AR database and various

facial pose images on the FERET database.
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Figure. 3 The diagram of the proposed CDTRL

A. Experiments under Different Expressions and Illumination

on the AR Database

In this subsection, we will conduct experiments with the

proposed CDTRL and then compare the performances of

CCA [5], 2DCCA [9], principal component analysis (PCA)

[13], two-dimensional PCA (2DPCA) [14], linear discriminant

analysis (LDA) [15], two-dimensional LDA (2DLDA) [16],

Local 2DCCA (L2DCCA) [17], discriminative CCA (DCCA)

[24] and labeled CCA (LCCA) [25]. Note, for CCA and

related algorithms (such as 2DCCA, L2DCCA, DCCA, LCCA

and CDTRL), we divide the chosen images into two groups.

The first group contains only the reference samples while the

remaining images are in the second group. As a result, 360

reference samples (three copies of 120 reference samples to

match the samples in the second group) are in the first group

X and 360 samples with various conditions are stored in the

second group Y .

Since the operations of PCA, LDA, 2DPCA and 2DLDA

algorithms do not involve correlation analysis, these methods

are either applied directly to the 480 chosen samples (2DPCA

and 2DLDA), or to the samples reshaped into one-dimensional

vectors (PCA and LDA). For the correlation based methods,

2DCCA, L2DCCA and CDTRL are performed on the 2D data

sets X and Y directly while CCA, DCCA and LCCA work

on samples reshaped into one-dimensional vectors. To further

validate the effectiveness of the proposed method, the leave-

one-out cross-validation strategy is utilized and recognition

accuracies are tabulated in TABLE I. Viewing the table, it is

evident that CDTRL yields performance superior to the others.

TABLE I
THE RECOGNITION ACCURACY WITH DIFFERENT METHODS

ON THE AR DATASET

Method Recognition Accuracy
PCA [13] 93.33%

2DPCA [14] 94.17%
LDA [15] 95.00%

2DLDA [16] 95.83%
CCA [5] 95.83%

DCCA [24] 98.33%
LCCA [25] 96.67%
2DCCA [9] 97.50%

L2DCCA [17] 98.01%
The proposed CDTRL 100.00%

B. Experiments under Different Poses on the FERET Database

In the FERET database, 600 samples of 200 subjects are

chosen. Each subject provides three samples with a size of

20 × 20 pixels according to three different poses (front, left

and right). Then, all 600 samples are utilized to construct the

2D data set X and the wavelet transform [10] is performed

twice on each sample in the data set X to generate the

corresponding 2D data set Y . Moreover, two experimental

settings are adopted, front-left and front-right. In the first

setting, the front samples are utilized for training while the left

samples are for testing. In the second, the front images are still

adopted as train samples but the right samples are utilized for

testing. Again, since PCA, LDA, 2DPCA and 2DLDA are not

able to explore the correlation between the two variable sets,

they are applied to the data set X only. On the other hand,

2DCCA, L2DCCA and CDTRL are performed on the 2D data

sets X and Y while samples are reshaped into one dimensional

vectors for CCA and DCCA. The experimental results are

reported in TABLE II, demonstrating better performance of

the proposed CDTRL.

TABLE II
THE RECOGNITION ACCURACY WITH DIFFERENT METHODS

ON FERET DATASET

Method Front-Left Front-Right
PCA [13] 77.50% 75.50%

2DPCA [14] 78.50% 76.50%
LDA [15] 67.00% 65.50%

2DLDA [16] 71.50% 70.50%
CCA [5] 72.50% 68.50%

DCCA [24] 78.50% 60.50%
2DCCA [9] 80.50% 74.50%

L2DCCA [17] 79.50% 75.00%
The proposed CDTRL 83.00% 78.00%

V. CONCLUSION

This letter presents a CDTRL method for linear correlation

analysis of 2D data. The main contribution of this letter

is to generate the complete discriminative tensor represen-

tations across 2D data sets. It is demonstrated that CDTRL

is more efficient than 2DCCA and L2DCCA at exploring

the linear discriminant correlation between 2D data sets. For

the proposed CDTRL method, since 2D data samples are

utilized as inputs directly instead of reshaping them into

one-dimensional vectors, lower computational complexity is

expected. Experimental results show the superiority of the

proposed CDTRL method.

Moreover, one of the worthwhile extensions is to conduct

further investigation on the kernelized version of CDTRL

based on (2D)2KCCA [10] to address nonlinear problems

in the 2D data representation learning.
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