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Abstract—The randomized subspace Newton convex methods
for the sensor selection problem are proposed. The randomized
subspace Newton algorithm is straightforwardly applied to the
convex formulation, and the customized method in which the
part of the update variables are selected to be the present best
sensor candidates is also considered. In the converged solution,
almost the same results are obtained by original and randomized-
subspace-Newton convex methods. As expected, the randomized-
subspace-Newton methods require more computational steps
while they reduce the total amount of the computational time
because the computational time for one step is significantly re-
duced by the cubic of the ratio of numbers of randomly updating
variables to all the variables. The customized method shows
superior performance to the straightforward implementation in
terms of the quality of sensors and the computational time.

Index Terms—Randomized subspace Newton algorithm, Con-
vex sensor selection problem, Data-driven sensor selection

I. Introduction

THE sensor selection problems gather attention for the

distributed parameter systems such as fluid dynamics. A

sensor selection problem is defined as an NP-hard combinato-

rial problem. Thus far, several relaxed computational methods

are proposed for sensor selection even in the linear observa-

tion problems. Joshi and Boyd [1] defined convex relaxation

formulations of the problems and solved by a Newton method.

Here, their approach is called the original convex method,

hereafter. On the other hand, the greedy methods based on the

determinant of the matrix of the pseudo inverse operation were

proposed [2]–[5], while its quality is slightly worse than that

of the sensor selected by the original convex method of Joshi

and Boyd in the case of oversampled sensors. Both original

convex and greedy methods previously proposed have been

implemented and extended to several applications. [6]–[13]

The original convex method might be preferred because it

usually works better than the greedy method. In addition, if a

more complicated sensor problem is considered, the original

convex method can be flexibly applied to such a problem by

constructing the objective function and the constraints of the

problem. However, the clear drawback of the convex relaxation

method is its computational complexity of O(n3) when it is

applied to a many-degree-of-freedom problem such as data-

driven sensor selection of the fluid dynamics, where n is a
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total number of sensor candidates. If a number of the sensor

candidates becomes 1,000,000 as is often the case in the

fluid dynamics, the use of the original convex method might

be almost impossible for the single workstation environment.

Therefore, fast methods for the optimization of the objective

function are required.

Recently, the randomized methods [14], [15] have been

applied to convex/nonconvex problems [16]–[19] in signal

and image processing, resulting in the significant reduction

of computational time. The subspace of the variables are

randomly chosen and the variables in the subspace are op-

timized in each step in those methods. Those methods require

more time steps for convergence of the objective function,

while they significantly reduce the computational complexity

in one step. This strategy is recently extended to the subspace

Newton method [20]. In the present study, we propose to

apply the randomized algorithm to the convex sensor selection

problems. This is because the computational complexity of

O(n3) can be significantly reduced by limiting a number of

update variables, and the combination of the randomized algo-

rithm with the convex relaxation formulation can become the

practical best sensor selection method in large scale problem

in the present state. It should be noted that this is the first

trial of the combination. In the present paper, we describe

the formulation of the randomized subspace Newton (RSN)

method [20] applied to the convex sensor selection formulation

and illustrate the improvement in computational time while

keeping its performance.

This paper is organized as follows: In Section. II, numerical

algorithms including a customized method are explained.

In Section. III, the test results and computational time are

discussed for the original and randomized convex methods.

Finally, Section IV concludes the paper.

II. Problems and Algorithms

The sensor selection problem, its convex relaxation, its ran-

domized implementation and the customized one are described

in this order.

A. Sensor Selection Problems

Here, we define the following sensor selection problem:

y =HUz, (1)

where y ∈ Rp is the observation vector, H ∈ Rp×n is the

sensor location matrix, U ∈ Rn×r is the sensor candidate matrix

and z ∈ Rr is the latent variable vector. Here, p, n, and r

http://arxiv.org/abs/2009.09315v2


JOURNAL OF LATEX CLASS FILES 2

are a number of sensors to be selected, a total number of

sensor candidates, and a number of latent variables. The sensor

location matrix H has unity at the sensor location and zeros at

the other locations for each row. As discussed in the previous

studies, the function which evaluates the sensor locations using

D-optimality is defined using the Fisher matrix as follows:

maximize
w̃

forg(w̃)

forg(w̃) = log det
(

UTDw̃U
)

. (2)

Here, HTH = Dw̃ = diag(w̃) is a diagonal matrix, and

w̃i ∈ {0, 1} and 1
Tw̃ = p. The diagonal component corre-

sponding to selected and unselected sensors are unity and zero,

respectively.

B. Original Convex Method of Sensor Selection Problems

Joshi and Boyd [1] relaxed this combinatorial problem by

introducing the diagonal matrix Dw ≈ Dw̃, where w is a

weight vector, the component of which ranges from 0 to 1

for each sensor, and Dw = diag(w). The objective function

becomes as follows by convex relaxation:

maximize
w

log det
(

UTDwU
)

s.t. 1
Tw = p, 0 ≤ wi ≤ 1. (3)

The constraints of range of the weights are included in the

objective function as cost terms with taking logarithms of the

original function, and the matrix multiplication is reformulated

using summation as follows:

maximize
w

f (w)

f (w) = log det















n
∑

i=1

wiu
T

i ui















+ κ

n
∑

i=1

(

log(wi) + log(1 − wi)
)

s.t. 1
Tw = p, (4)

where ui is the ith row vector of U and κ is a parameter that

controls the quality of approximation. This problem has been

solved with the Newton iteration. Here,

δwn = −G
−1g +

(

1
TGg

1TG−11

)

G−1
1, (5)

where

g = ∇ f , (6)

G = ∇2 f , (7)

(∇ f )i = uiW
−1uT

i +
κ

wi

−
κ

1 − wi

, (8)

(∇2 f )i j = uiW
−1uT

j u jW
−1uT

i − δi j













κ

w2
i

−
κ

(1 − wi)2













, (9)

W = UTDwU . (10)

A backtracking line search is employed to set a step size ∆s

with keeping the constraints on w in (4) , and w is updated by

w + ∆sδw. The Newton iteration is stopped when decrement

(−gδw)1/2 becomes small as in the original paper. Once the

solution is obtained, the sensors with k-largest weights are

selected in this procedure. The complexity of this algorithm is

O(n3) and it costs so much for the recent data-driven sensor

selection problems.

C. Randomized Subspace Newton Convex Method

Recently, the RSN method is proposed. [20] The variables

are projected to the randomized space with lower dimension

and optimized in each step. This method requires more compu-

tational steps while it significantly reduces the computational

cost of one step, and it reduces the total computational costs

in total.

The random sketching matrix S ∈ Rn×s is employed where

s is the sketch size. S can be a Gaussian random matrix, a

sparse random matrix, a Bernoulli random matrix or other,

while the random permutation matrix is employed and the

computational costs are simply reduced in the present study

as follows:

Sk = Ss-random, (11)

where Sk is the random sketching matrix in the kth step and

Ss-random is the random permutation matrix. In this case the

randomly selected component is unity and the others are zeros

for each row of Ss-random, and the selection is not overlapped

for any other rows of Ss-random.

The randomized subspace Newton iteration with constraint

can be rewritten as follows:

δwn = −Sk(ST

k GSk)−1ST

k g +













1
TST

k
GSkg

1T(ST

k
GSk)−11













(ST

k GSk)−1
1

(12)

This operator just corresponds to the random selection of

updating weights and the optimization of selected weights in

each step. The convergence criteria is redefined whether the

decrement condition is satisfied in n/s consecutive steps, and

the degradation of the results by the incorrect convergence

judgment due to the randomness is avoided. The speed up of

this algorithm is expected to be (s/n)3 for one step, while more

of steps (approximately n/s times more steps) will be required

for the convergence. This method is called the RSN convex

method, hereafter.

D. Customized Randomized Subspace Newton Convex Method

In the present problem, clearly, sensors with the larger

weights in each step has higher possibility to become a part

of the optimal set of sensors than those with smaller weights.

Therefore, we choose ρs elite sensors with ρs-largest weights

and randomly (1 − ρ)s sensors for the updates of the weights

of sensors, where 0 ≤ ρ ≤ 1 is the ratio for elite sensors in the

updated sensors. Basically, ρ = 0.5 is employed in the present

study, unless otherwise mentioned. This procedure is heuristic,

but accelerates the convergence while sorting is required in

each step. Although Eq.12 does not change, the sketch matrix

becomes

Sk = [ST

ρs-largest ST

(1−ρ)s-random]T, (13)

where the component corresponding to the sensor location of

the ith largest weight is unity and the others are zeros in the

ith row vector of the Sρs-largest ∈ R
ρs×n, and S(1−ρ)s-random ∈

R
(1−ρ)s×n is a random permutation matrix. The difference

between the standard and customized randomized methods is

only in the choice of Sk, and the form of the randomized
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Fig. 1. Results of f obtained by the convex methods and of forg by convex
and greedy methods.

subspace Newton method in (12), and convergence criteria do

not change. This algorithm requires the computational cost of

the ‘sort’ command for the choice the ρs-largest weights, but

it is expected to be converged with less steps than standard

RSN convex method. This method is called the customized

RSN (CRSN) convex method the present paper. Algorithm 1

shows the procedure of the RSN and CRSN methods.

Algorithm 1 (C)RSN Convex Sensor Selection Method

1: Input: U

2: Output: w̃

3: Set w =
p

n
1, k = 1

4: while first step or (−gδw)1/2 > ǫ do

5: Set k ← k + 1

6: Set fresh random sketch Sk as in (11) or (13)

7: Calculate Skg.

8: Calculate w in (12)

9: Obtain ∆s by backtracking line search

10: Set w = w + ∆sSkδw

11: end while

12: Obtain w̃ by setting w̃i = 1 for p-largest indices of w

whereas w̃i = 0 for other indices.

III. Results

The original convex method, the RSN convex method, and

the CRSN convex method are compared together with the

greedy method as a reference.

A. Randomized Sensor Selection Problem

In this section, a randomized sensor selection problem is

considered. Numbers of sensor candidates and latent variables,

n and r, are set to be 10,000 and 10, respectively. This large

number of sensor candidates was not considered in the original

study by Joshi and Boyd, while it is very time consuming

for recent data-driven sensor selection problems as reported

by Manohar et al. [2] and Saito et al. [3] The number of

sensors p are set to be 10, 11, . . . 30. The component of

the sensor candidate matrix U ∈ R10000×10 is given by the
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Fig. 2. Difference of the results of forg by the convex methods from that by
the greedy method.

Gaussian distribution of N(0, 1). The number of randomized

space s is set to be s = n/10 = 1000.

First, the converged results of the sensor selection are dis-

cussed. Upper lines of Fig. 1 shows the results of f calculated

by the original, RSN, and CRSN methods. The results of f are

almost the same as each other in the present study. This shows

that the RSN and CRSN methods work pretty well. Then, the

results of forg which is based on the best-p sensors of w are

discussed, comparing with the result of the greedy method as

a reference. Lower lines of Fig. 1 illustrates that the greedy

method works better at p ≈ r as also discussed in Manohar et

al. [2] and Saito et al. [3], while original convex method works

better at p > 15 conditions. These are the characteristics of

the original methods. This point is further clearly illustrated

by taking the difference from the result of greedy method

as shown in Fig. 2. The results of RSN method are slightly

worse than those of the original convex method at p ≈ r,

while those of CRSN are close to those of the original convex

method. This discrepancy in forg is larger than that in f . This

implicates that the slight difference in weight w leads to the

difference of choice of sensors w̃. This might be because the

convergence is not perfectly obtained in the RSN and CRSN

convex methods. However, results of RSN and CRSN convex

methods are close to those of the original convex formulation

at p > 15 conditions, and they outperform the greedy method.

Then, Fig. 3 shows the variation of the objective function

with computational steps at p = 20. More computational steps

are required for RSN and CRSN convex methods. The original

convex method only requires 30 steps in median, while RSN

and CRSN convex methods require 430 and 114 steps in

median, respectively. If the convergence criterion is satisfied in

succeeding [n/s] = 10 steps, then the solution is judged to be

converged and the effects of incorrect convergence criteria by

the randomized algorithm are eliminated, as discussed before.

This overhead might be reduced by further tuning up the

algorithm. The RSN and CRSN convex methods require 20

and 10 times more computational step than the original convex

method, respectively. These are expected feature of methods.

On the other hand, Fig. 4 illustrates the variation of the

objective function with the computational time. Because one
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step of randomized methods is expected to be 1000 times

faster, the convergence is obtained much faster than that by

the original convex algorithm. Although the CRSN method

requires a sorting procedure and has overhead as discussed

before, convergence is accelerated by using the ρs-largest

weight sensors and it works slightly better than the RSN

method.

Finally, the effects of ρ introduced for CRSN are investi-

gated. The cases with r = 10 and p = 20 are calculated for 200

times with different random seeds, and the results are averaged.

Fig. 5 shows the converged value and the corresponding

computational time against ρ. Here, ρ = 0 is RSN and only

this case does not have overhead of the ’sort’ algorithm in

computational time. Also, it should be noted that the range of

converged values in this plot is very small. Interestingly, all the

results of CRSN with different ρ have better converged values

and shorter computational times than those of RSN (ρ = 0).

Especially, the difference in converged values between CRSN

is much smaller than the difference with RSN. This indicates

that ρ does not have strong effects on the converged value

if CRNS is employed. In addition, the converged value of

CRNS has the maximum at ρ ≈ 0.5. This might be because

elite sensors were sufficiently selected for update while the

diversity is maintained in appropriate balance. Although the

best ρ value might be varied for the cases, we recommend
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Fig. 5. Effects of ρ on the convergence value and the computational time in
the CRSN convex method.

TABLE I
Results of NOAA-SST problem. The same PC environment as in the previous
study is employed. The random selection is average of 10,000 trials.

Methods forg computational time computational steps

original convex -59.04 26,002 s 107
RSN convex -59.28 776 s 685

CRSN convex -59.31 384 s 172
Random selection -82.79 Not measured Not applicable

ρ = 0.5 for keeping the diversity of the sensors updated.

B. Data-Driven Sensor Selection Problem

Here, we applied the present methods to the data-driven

sensor selection problem. The sea temperature reconstruction

problem is considered. See Refs. [2], [4] for details of the

problem. We have U ∈ R44,000×10 sensor candidate of the

observation of the temperature and the temperature distribution

is reconstructed by estimating the strength of the proper

orthogonal decomposition modes from the limited sparse ob-

servation. Here, p is set to be 20 in this demonstration. Table

I shows The results of the sensor selection time and resulting

forg. These results show that the computational time is much

saved while keeping the performance of the sparse sensors.

IV. Conclusions

In the present paper, the randomized subspace Newton

method is successfully applied to the convex relaxation formu-

lation of the sensor selection. The resulting method is effective

for the problem with many sensor candidates as is often the

case of data-driven sensor selection problems. Although the

convex formulation with the randomized algorithm is still

slower than greedy method, the better performance and the

further extension to the complex objective function including

constraints is expected by using the framework proposed in

the present study.

Acknowledgment

This work was supported by JST CREST (JPMJCR1763)

and ACT-X (JPMJAX20AD), Japan.



JOURNAL OF LATEX CLASS FILES 5

References

[1] S. Joshi and S. Boyd, “Sensor selection via convex optimization,” IEEE

Transactions on Signal Processing, vol. 57, no. 2, pp. 451–462, 2009.
[2] K. Manohar, B. W. Brunton, J. N. Kutz, and S. L. Brunton, “Data-driven

sparse sensor placement for reconstruction: Demonstrating the benefits
of exploiting known patterns,” IEEE Control Systems Magazine, vol. 38,
no. 3, pp. 63–86, 2018.

[3] Y. Saito, T. Nonomura, K. Yamada, K. Asai, Y. Sasaki, and D. Tsub-
akino, “Determinant-based fast greedy sensor selection algorithm,”
arXiv, no. 1911.08757, 2019.

[4] Y. Saito, T. Nonomura, K. Nankai, K. Yamada, K. Asai, Y. Tsubakino,
and D. Tsubakino, “Data-driven vector-measurement-sensor selection
based on greedy algorithm,” IEEE Sensors Letters, vol. 4, 2020.

[5] K. Nakai, K. Yamada, T. Nagata, Y. Saito, and T. Nonomura, “Effect of
objective function on data-driven sparsesensor optimization,” arXiv, no.
arXiv:2007.05377, 2020.

[6] E. Clark, T. Askham, S. L. Brunton, and J. N. Kutz, “Greedy sensor
placement with cost constraints,” IEEE Sensors Journal, vol. 19, no. 7,
pp. 2642–2656, 2018.

[7] K. Manohar, J. N. Kutz, and S. L. Brunton, “Optimal sensor and actuator
selection using balanced model reduction,” arXiv, pp. arXiv–1812, 2018.

[8] P. Astrid, S. Weiland, K. Willcox, and T. Backx, “Missing point
estimation in models described by proper orthogonal decomposition,”
IEEE Transactions on Automatic Control, vol. 53, no. 10, pp. 2237–
2251, 2008.

[9] M. Barrault, Y. Maday, N. C. Nguyen, and A. T. Patera, “An empirical
interpolation method: application to efficient reduced-basis discretization
of partial differential equations,” Comptes Rendus Mathematique, vol.
339, no. 9, pp. 667–672, 2004.

[10] S. Chaturantabut and D. C. Sorensen, “Nonlinear model reduction via
discrete empirical interpolation,” SIAM Journal on Scientific Computing,
vol. 32, no. 5, pp. 2737–2764, 2010.

[11] K. Carlberg, C. Farhat, J. Cortial, and D. Amsallem, “The gnat method
for nonlinear model reduction: effective implementation and application
to computational fluid dynamics and turbulent flows,” Journal of Com-

putational Physics, vol. 242, pp. 623–647, 2013.
[12] S. Liu, S. P. Chepuri, M. Fardad, E. Maşazade, G. Leus, and P. K.
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