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Abstract

A main challenge for tasks on panorama lies in the dis-
tortion of objects among images. In this work, we propose
a Distortion-Aware Monocular Omnidirectional (DAMO)
dense depth estimation network to address this challenge
on indoor panoramas with two steps. First, we introduce
a distortion-aware module to extract calibrated semantic
features from omnidirectional images. Specifically, we ex-
ploit deformable convolution to adjust its sampling grids
to geometric variations of distorted objects on panoramas
and then utilize a strip pooling module to sample against
horizontal distortion introduced by inverse gnomonic pro-
jection. Second, we further introduce a plug-and-play
spherical-aware weight matrix for our objective function
to handle the uneven distribution of areas projected from
a sphere. Experiments on the 360D dataset show that the
proposed method can effectively extract semantic features
from distorted panoramas and alleviate the supervision bias
caused by distortion. It achieves state-of-the-art perfor-
mance on the 360D dataset with high efficiency.

1. Introduction
3D scene perception and understanding is a fundamental

technique for many applications such as robotics and in-
telligent vehicles. Among various 3D vision tasks, depth
estimation is highly important since it forms the basis for
many downstream tasks such as obstacle avoidance and ob-
ject fetching. Due to the high costs of 3D sensors (e.g.,
LiDARs), inferring 3D information from 2D RGB images
captured by cheap consumer-level cameras is significantly
important.

Dense depth estimation is a challenging pixel-level task
in 3D scene understanding. Different from stereo match-
ing and Structure from Motion (SfM) methods, monocular
depth estimation is an ill-posed problem for its information

*indicates the corresponding author.

loss caused by the projection from a 3D space to a 2D im-
age plane. That is, one pixel in a 2D image may correspond
to multiple points in a 3D space. Thanks to the power of
deep learning, progressive advances have been achieved us-
ing prior geometric constraints extracted either explicitly or
implicitly from annotated data [21, 9, 33]. However, most
of these methods focus on predicting depth from general
perspective images.

Distortion is a major challenge for tasks working on
panoramas, such as classification, saliency detection, se-
mantic segmentation and depth estimation [7, 22, 34]. Di-
rectly applying conventional CNNs on panoramas (e.g.,
represented in equirectangular formats) is hard to achieve
promising performance. Since a panorama is usually pro-
duced by stitching several perspective images captured by
a perspective camera located at the same place, equirectan-
gular projection can be considered as a transformation from
a non-Euclidean space to an Euclidean space and thus in-
troducing distortion to panoramas. As a consequence, the
projection of objects has irregular shapes and the distortion
becomes extremely significant for pixels close to the poles
or image plane. Therefore, standard convolution is unsuit-
able for panorama processing.

In this work, we propose a Distortion-Aware Monocu-
lar Omnidirectional (DAMO) network by combining strip
pooling and deformable convolution to generate accurate
depth maps from panoramas with distortion. We first
present a distortion-aware feature extraction block to handle
distortion introduced by equirectangular projection. Specif-
ically, we utilize deformable convolution to learn offsets
for the sampling grids, resulting in feature maps that are
much denser than regular grids. We then exploit strip pool-
ing to capture anisotropy context information from irreg-
ular regions (i.e., the distorted projection of objects) and
preserve the integral distortion information for convolution
sampling. In addition, to mitigate supervision bias caused
by uneven sampling in different areas, we also propose an
easy-to-use spherical-aware weight matrix for the objective
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Figure 1. The paradigm of our distortion-aware feature extraction block. To illustrate the learned distortion, we use the area around the
curtain in the image as an example. 81 locations (see red dots) are sampled by our DAMO network, it is clear that these sampling locations
for an activation unit are mainly around the curtain (see green dot). Then, we utilize SPM to help deformable convolution focus mainly on
informative regions and thus reduce the impact of distortion in panorama.

function. Experiments on the 360D dataset demonstrate
that our DAMO network achieves the state-of-the-art per-
formance with high efficiency.

Our contributions can be summarized as follows:

• We propose a DAMO network to handle distortion
in panoramas using both deformable convolution and
strip pooling module. Experiments on the 360D
dataset show that DAMO is superior to the state-of-
the-art.

• We introduce a plug-and-play spherical-aware weight
for our objective function to make the network focus
on informative areas. This weight helps our network to
achieve fast convergence and improved performance.

2. Related Work
We will briefly describe several existing methods related

to our work in this section.

2.1. Depth Estimation

Depth estimation has been a hot topic for a long time.
Early studies [29, 26, 23] in this area focused on develop-
ing algorithms to generate point correspondences in stereo
images. Different from these methods, Delage et al. [6] de-
veloped a Bayesian framework to perform 3D indoor re-
construction from one single perspective image based on a
strong floor-wall assumption. Saxena et al. [27, 28] used
Markov Random Fields (MRFs) to incorporate multiscale

and global image features to predict depth from a single
RGB image.

Eigen et al. [10] proposed the first deep learning based
network. They used a multiscale convolutional architec-
ture to predict results in a coarse-to-fine manner. Eigen et
al. [9] then adopted a multi-task training scheme to further
improve the performance of their model. Laina et al. [21]
proposed a regularization concerning loss and a uniform up-
projection module for monocular depth estimation, which
have been frequently used in subsequent methods. Fu et
al. [12] considered the depth estimation task as an ordinal
regression problem by applying a spacing-increasing dis-
cretization strategy and a well-designed ordinal regression
loss. Yin et al. [33] improved the supervision capability
of the objective function by randomly selecting a number
of ternary points and producing a virtual plane for each
ternary. With its geometric supervision, the virtual nor-
mal loss improves the convergence of the depth estimation
model. However, all these methods focus on perspective im-
ages and may easily trapped into suboptimal results while
being directly applied to panoramas.

2.2. Representations on Panorama

Equirectangular image is one of the most widely used
representations for panoramas and distortion has been a ma-
jor challenge for years. Su et al. [31] used an adaptive ker-
nel to handle the distortion near the pole. Following this
idea, Zioulis et al. [36] designed a set of rectangular filter-
banks to deal with the horizontal distortion introduced by

2



Filter Bank Layer DAMO Layers Up-sample Layers Prediction Layer

Equirectangular Image Depth Prediction

(a) Overall Framework

Depth GT

Berhu Loss

Weight

Generate

Supervision

(c) Spherical-Weighted Loss

Data Flow Backpropagation Feature mapSkip Connection

1
x1

, 5
1

2

1
x1

, 5
1

2

1
x1

, 5
1

2

St
ri

p
 P

o
o

lin
g

Hi×Wi1×Wi

Copy

⨁

1
x1

, 5
1

2

St
ri

p
 P

o
o

lin
g

Hi×WiHi×1

Copy

3
x3

, 5
1

2

3x3, 18

Offsets

⨂

Strip Pooling Module
Deformable 

Convolution

1
x1

, 5
1

2

1
x1

, 5
1

2

1
x1

, 5
1

2

St
ri

p
 P

o
o

lin
g

Hi×Wi1×Wi

Copy

⨁

1
x1

, 5
1

2

St
ri

p
 P

o
o

lin
g

Hi×WiHi×1

Copy
3

x3
, 5

1
2

3x3, 18

Offsets

⨂

Deformable 

Convolution
Strip Pooling Module

1
x1

, 5
1

2

1
x1

, 5
1

2

1
x1

, 5
1

2

St
ri

p
 P

o
o

lin
g

Hi×Wi1×Wi

Copy

⨁

1
x1

, 5
1

2

St
ri

p
 P

o
o

lin
g

Hi×WiHi×1

Copy

3
x3

, 5
1

2

3x3, 18

Offsets

⨂

Deformable 

Convolution
Strip Pooling Module

⨁
Element-wise 

Addition

⨂ Matrix 
Multiplication

Copy

Expand (Hi / Wi)

Kernel Size, Output Channel

Regular Conv

BatchNorm
ReLu

Offsets

(b) Distortion-aware Module

1

2

3

4

Figure 2. An overview of our DAMO network. We build a filter-bank layer utilizing a group of parallel rectangular convolutions to extract
horizontal distortion-aware features following [36, 32]. Then, these features are fed into an encoder-decoder based architecture [24] with
a skip connection at each resolution. Besides, we also add SPM in the last building block for each of first three DAMO layers to help
deformable convolution focus on contextual regions.

equirectangular projection by increasing the receptive field
of conventional convolution kernels on horizon. Although
the representation capability of CNNs on panoramas has
been improved by these methods, the gap between omni-
directional and perspective images still exists.

Cube map is another commonly used representation for
panoramas. This representation faces the challenge of in-
consistency between different faces. Cheng et al. [3] pro-
posed cube padding to reduce the information loss along
edges between faces. Wang et al. [32] further extended [3]
to spherical padding and propose a two-branch encoder-
decoder based network to predict depth maps for panora-
mas. However, their model was hard to train due to its mul-
tiple training settings and high time cost. Inspired by rect-
angular convolution in [36], we exploit strip pooling [16] to
preserve more context details for convolution.

2.3. Dynamic Mechanism

Existing deep learning based dynamic mechanisms can
be divided into two categories: weight based methods [19,
17, 25] and offset based methods [18, 5].

Weight based methods focus on adaptively generating
weights for either feature map selection or channel-wise se-
lection. For instance, Jia et al. [19] used a flexible filter

generation network to produce a set of filter operators that
dynamically conditioned on an individual input, resulting in
improved performance on the video and stereo prediction
tasks. Besides, attention is investigated to generate weights.
Hu et al. [17] proposed a light-weight gating mechanism
to explicitly model channel-wise dependencies and further
improve the model representation ability using global infor-
mation.

Offset based methods aim at providing offsets for filters
to aggregate more geometric information. Jeon et al. [18]
proposed an Active Convolution Unit (ACU) to learn its
own shape adaptively during training. However, the shapes
of filters have to be fixed after training. Moreover, Dai et
al. [5] introduced deformable convolution to learn offsets
for each spatial location dynamically, resulting in higher
generalization capability than ACU.

3. Proposed Method

The overall pipeline of our DAMO network for monocu-
lar dense depth estimation on panorama is shown in Fig. 2.
In this section, we will first introduce our Distortion-Aware
(DA) module for calibrated semantic feature extraction, in-
cluding strip pooling and deformable convolution. Then, we
will introduce our objective function with a spherical-aware
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weight matrix.

3.1. Distortion-aware Module

The DA module is shown in Fig. 2(b). We first utilize de-
formable convolution to extract learnable distorted informa-
tion and calibrate semantic features. After that, the learned
distortion knowledge is fed into the Strip Pooling Module
(SPM) [16]. The feature maps are further activated by mul-
tiple times and thus the distortion can be sufficiently learned
by our DA module.

3.1.1 Deformable Convolution

To learn distortion knowledge and model the spatial trans-
formation of convolution kernels on panorama, we adopt
deformable convolution [5] in this work. Given a set of
sampling locations on a regular grid R, the input fea-
ture map t, the output feature map F and the weights
for kernel w, a conv layer is applied in conventional con-
volution nerual networks. Here, we define the grid for
3 × 3 convolution kernel with a dilation of 1 as R =
{(±1,±1), (±1, 0), (0,±1), (0, 0)}.

According to [5], deformable convolution can be formu-
lated as:

F (p0) =
∑

pn∈R
w(pn) · t(p0 + pn + ∆pn) (1)

where p0 represents a location on output feature map F ,
pn is one position on the regular sampling grid R and ∆pn
represents the offset corresponding to the position of pn.

The i-th input feature map (with a size of Ci × Bi ×
Hi ×Wi) is first fed into a convolutional layer to generate
a group of 2D offsets for each sampling location on grid
R. The offsets for both vertical and horizontal translation
on R have a size of 18 × Bi × Hi ×Wi. Here, we use a
3 × 3 sampling grid R as an example. Then, the sampling
grid for deformable convolution is generated through Eq. 1
using the 2D offsets ∆pn. Since most learnable offsets are
fractional, we use bilinear interpolation to generate integer
offsets [5, 35].

3.1.2 Strip Pooling

To preserve more distortion information and help the net-
work to focus on informative regions, we adopt strip pool-
ing [16] in our DA module. Different from standard spatial
max pooling that adopts two-dimensional sampling grids,
sampling along vertical and horizontal orientations are per-
formed separately in strip pooling. That is, contexual in-
formation in feature maps are selected either in a row or a
column according to its input (as shown in Fig. 2). Similar
to the origin defination in [16], strip pooling is defined as:

y
h
c,i = max

0≤j<W
xc,i,j

yvc,j = max
0≤i<H

xc,i,j
(2)

where xc,i,j is a location of the sampling grid on input
(i.e., x ∈ RC×H×W ), H and W also represent the kernel
size of strip pooling along horizontal and vertical orienta-
tions, respectively. yhc,i ∈ yh and yvc,j ∈ yv represent the
i-th and j-th grids on the feature map of channel c for hori-
zontal and vertical strip pooling, respectively.

Both vertical and horizontal strip pooling layers are used
in SPM. Once these two expanded output feature maps
(with the same size as their inputs) are added, an element-
wise multiplication G(·, ·) is used to activate the contextual
geometric areas of the input. SPM is sensitive to anisotropy
context and produces denser distortion feature maps than
the regular max pooling module. Given the combination y
of yh and yv, the output z of SPM can be formulated as:

z = G(x, σ(f(y))) (3)

where σ is the sigmoid function, f is the last 1×1 convolu-
tion layer, the fusion of horizontal and vertical strip pooling
information yc,i,j ∈ y is defined as yc,i,j = yhc,i + yvc,j .

We apply our SPM to each convk layer of the DAMO
layer (i.e., conv2, conv3, conv4 and conv5, as defined in
ResNet [15]). Specifically, SPMs are used in the last build-
ing block of the first three DAMO layers and are stacked for
all building blocks of the DA module (see Fig. 2).

3.2. Spherical-aware Weighted Loss

Since an equitangular image represents a panorama in
2D space, distortion is extremely large in the areas around
the pole of a spherical space. Specifically, for two areas with
the same coverage in a spherical surface, the area near the
pole is much larger than the area near the equator in an eq-
uitangular image due to uneven projection. Loss functions
defined in perspective images [36, 8, 4] are hard to produce
optimal results due to the overfitting (weighting) in sparse
areas near the pole and the underfitting in dense areas near
the equator.

3.2.1 Weight Matrix

To achieve balanced supervision in different areas, we
introduce a spherical-aware weighting strategy on objec-
tive function. Specifically, the Cartesian coordinates of
a pixel pE = D(x, y) in the equirectangular image can
be converted to spherical coordinates pS = Π(θ, φ) in a
spherical surface, where longtitude θ ∈ [0, 2π] and latitude
φ ∈ [0, π]. That is, φ(x,y) = πx

H , θ(x,y) = 2πy
W .

Considering a sphere Π(θ, φ) with a unit radius, we gen-
erate a weight matrix for objective functions according to
the sphere angle of a pixel along the latitude. Take the north
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hemisphere as an example, the weight is defined as the ratio
of the area from the north pole to the current latitude to the
total area of the sphere surface. The weights in the south
hemisphere can be calculated following a similar way.

W(x,y) =

∫ φ(x,y)

0

sinφdφ (4)

Here, W is the weight matrix for the objective function
in each location. φ(x,y) denotes the angle of the position
(x, y) along the vertical axis.

3.2.2 Loss Function

Following [33, 11], we adopt the reverse Huber loss (also
called the Berhu loss) [21] in this work.

Ld =

{
|dpre − dgt| , if |dpre − dgt| ≤ τ
(dpre−dgt)2+τ2

2τ , if |dpre − dgt| > τ
(5)

where dpre and dgt are the predicted and groundtruth depth
values, respectively. The Berhu loss can achieve a good
balance between L1 and L2 norms. Specifically, pixels with
high gradient residuals will be assigned with large weights
using the L2 term. Meanwhile, the L1 term pays more atten-
tion to regions with small gradients. In our experiments, we
set the threshold τ as 20% of the maximum error between
prediction and groundtruth.

Finally, our loss function is defined as:

L = Ld ⊗W (6)

Compared to the original Berhu loss Ld, our weighted
Berhu loss L can help the network to focus more on infor-
mative regions (i.e, regions near the equator) and mitigate
the effects introduced by severe distortion (which is signifi-
cant in areas near the pole) in panoramas.

4. Experiments
We conduct extensive experiments on a widely used om-

nidirectional dataset to evaluate the performance of our
DAMO network. We will first describe the dataset and the
evaluation toolbox, and then present the implementation de-
tails of our experiments. We further compare our method to
the state-of-the-art.

4.1. Experimental Settings

4.1.1 Dataset

We adopt a large-scale indoor omnidirectional RGBD
dataset (i.e., the 360D Dataset [36]) to conduct experiments.
This dataset contains two real-world datasets (i.e., Stan-
ford2D3D [1] and Matterport3D [2]), and two synthetic
datasets (i.e., SunCG [30] and SceneNet [14]). Following

the original split in [36], the training and test sets are listed
as follows:

• Training set: a cross-domain set of both real-world and
sythetic images from the Stanford2D3D, Matterport3D
and SunCG datasets were first obtained. Then, scenes
with very close or far regions were removed, resulting
in a training dataset with 34,679 RGBD image pairs.

• Test set: 1,289 omnidirectional image pairs were
collected from the Stanford2D3D, Matterport3D and
SunCG dataset for test. The remaining image pairs
from the SceneNet dataset were used for validation.

4.1.2 Implementation Details

Our network was implemented in Pytorch with a single
Nvidia RTX Titan GPU. Each RGB image has a resolution
of 512 × 256 while invalid depth values are removed by a
mask. The batch size was set to 8 and the initial learning
rate was set to 1× 10−4. We used the Adam optimizer [20]
with its default settings and a poly learning rate policy [13]
for training. All models were trained for 20 epochs on the
360D dataset for fair comparision.

4.1.3 Evaluation Metrics

We adopted the same metrics as previouse works [36, 4] for
fair comparison, including Absolute average Relative Error
(Abs REL), Root Mean Squared Error (RMSE), Root Mean
Squared Error in logarithmic space (RMSElog) and accu-
racy with a threshold δt, where t ∈ {1.25, 1.252, 1.253}.
Note that, we used the same evaluation strategy as [36].
That is, depth maps were estimated by dividing a me-
dian scalar s̄ to achieve direct comparison among mul-
tiple datasets with different range scales, where s̄ =
median(DGT )/median(DPred).

4.2. Comparison to the State-of-the-art

We compare our DAMO to two existing methods. Note
that, only the Caffe model is provided by [36] while the
source codes are provided by [32]. We used their released
model or source codes for comparison in this work.

4.2.1 Quantitative Comparison

As shown in Table 1, our method outperforms the base-
line method [36] by a large margin. Specifically, the
Abs Rel and RMSE values of DAMO are much better
than OmniDepth-RectNet> by 36.5% and 22.9%, respec-
tively. Although the same backbone (i.e., ResNet-50 [15])
is used in BiFuse-Equi [32], BiFuse-Fusion [32], and
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Table 1. Comparison to the state-of-the-art 360◦ monocular depth estimation methods on the 360D Dataset. The method with > represents
a model provided by the author (with its Caffe based weights being converted to Pytorch based weights), and the method with ? denotes our
reproduction. Note that, the results and metrics reported in [32] are different from [36], to follow the baseline method of the 360D Dataset,
we convert its RMSE(log) results from base-10 logarithm to natural logarithm. Besides, the results in [36] are updated at the authors’ github
repository1.

Method RMSE Abs REL RMSE(log) δ1 δ2 δ3
Lower the better Higher the better

OmniDepth-UResNet [36] 0.3084 0.0946 0.1315 0.9133 0.9861 0.9962
OmniDepth-RectNet [36] 0.2432 0.0687 0.0999 0.9583 0.9936 0.9980

BiFuse-Equi [32] 0.2667 - 0.1006 0.9667 0.9920 0.9966
BiFuse-Cube [32] 0.2739 - 0.1029 0.9688 0.9908 0.9956

BiFuse-Fusion [32] 0.2440 - 0.0985 0.9699 0.9927 0.9969
OmniDepth-RectNet> 0.2297 0.0641 0.0993 0.9663 0.9951 0.9984

BiFuse-Equi? 0.2415 0.0573 0.1000 0.9681 0.9928 0.9972
DAMO 0.1769 0.0406 0.0733 0.9865 0.9966 0.9987

RGB

GT

RectNet⋇

BiFuse-Equi*

DAMO

(a) (b) (c) (d)

Figure 3. Qualitative Comparison on the 360D Dataset. Here, we colorize these depth maps to better distinguish the effectiveness of
different methods. Points with dark color (blue) are closer than those with light color (red). The first row shows equirectangular RGB
images, while invalid areas are masked with black in groundtruth (in the third row). It is obvious that our DAMO generates more accurate
depth maps than existing methods, especially for those distorted areas.

our DAMO model, our model achieves significant per-
formance improvement over the BiFuse-Equi and BiFuse-
Fusion methods in almost all metrics. Note that, the BiFuse-
Fusion method adopts an additional cube map representa-
tion branch and thus has more parameters to tune. Be-
sides, the cube map representation has obvious discon-
tinuity between neighboring faces. Although different
padding schemes have been proposed to mitigate the edge
effect [3, 32], the computational efficiency of this represen-
tation is still low. In contrast, our DAMO network has only
one equirectangular branch to predict depth on panorama

and outperforms BiFuse-Fusion by nearly 26.7% in RMSE.
The superiority of our DAMO network can be attributed

to two reasons. First, DA module can adjust irregular
sampling grids among distorted projection of objects in
panoramas automatically and extracts rich geometric infor-
mation in challenging areas (e.g., pole areas). Second, our
weighted Berhu loss can help our model focusing on in-
formative areas (especially for these areas near the equa-
tor) and alleviate the supervision bias caused by distortion.
Consequently, the representation capability of our network

1https//github.com/VCL3D/360Vision/tree/master/SingleImageDepthMetrics.
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Table 2. Ablation study with strip pooling and deformable convo-
lution. The second and third parts show the performance achieved
by networks with SPM and deformable convolution (where ‘D’
represents deformable convolution), respectively. L indicates the
spherial-weighted loss. All models are trained in the same settings
and the best results in each part are shown in boldface.

Method Param. RMSE Abs REL RMSE(log)
Lower the better

Base Model 61.28M 0.2129 0.0598 0.0959
+ L 0.2068 0.0562 0.0904

+ SPM + 5.83M 0.1879 0.0433 0.0769
+ L 0.1803 0.0419 0.0749

+ D (conv5) + 0.24M 0.1906 0.0471 0.0789
+ L 0.1882 0.0455 0.0794

on panoramas is improved.

4.2.2 Qualitative Comparison

We present several predicted depth maps from the 360D
dataset in Fig. 3. It can be observed from the zoom-in re-
gions that DAMO can predict more accurate and clearer
depth maps than RectNet [36] and BiFuse-Equi [32] on
panoramas. It is also shown that fine details such as chair
and vase (as denoted by a small arrow in Fig. 3) can be suc-
cessfully estimated. This further demonstrates the represen-
tation capability of our DAMO network on various types of
objects in equirectangular images.

4.3. Ablation Study

In this section, we conduct experiments to illustrate the
effectiveness of each component of our DAMO network.

4.3.1 Effectiveness of SPM

We will first analyze the benefit of exploiting SPM in our
DA module. As illustrated in Table 2, it can be observed that
the improvement of applying SPM is significant. While the
number of parameters of the model is increased by 5.83M
(nearly 9.5% as compared to the base model), the perfor-
mance is improved by about 27.5% and 11.7% in Abs REL
and RMSE, respectively. We argue that the trade-off be-
tween the complexity of network and advancement of its
performance is well balanced. As shown in Fig.4, the base
model produces many artifacts, especially on the south and
north poles. In contrast, the base model with SPM can
extract rich contextual information and predicts fine depth
map on panoramas.

4.3.2 Deformable vs. Regular Convolution

We compare deformable convolution to its regular coun-
terpart in this section. As shown in Table 2, the perfor-
mance of our baseline is improved significantly with de-

formable convolution. Specifically, Abs REL is improved
from 0.0598 to 0.0471 (nearly by 21.2%) and RMSE is im-
proved from 0.2129 to 0.1906 (nearly by 10.4%) by inte-
grating deformable convolution into our DAMO network.

As shown in Figs. 4(c)(e), we can observe that the model
with deformable convolution can generate much cleaner
depth maps on walls, ceilings and floors. Note that, dis-
tortion exists mainly in these areas since ceilings and floors
are always located in the north and south pole in images of
the 360D dataset. Besides, long walls usually exist from
left to right in indoor scenes. It is clear that deformable
convolution can learn reasonable offsets to model the trans-
formation of sampling grids and mitigate the harmful distor-
tion effects for CNNs introduced in panoramas. Moreover,
deformable convolution can produce sharper object bound-
aries and more accurate depth results in some difficult re-
gions (e.g., see Fig. 4(e)).

4.3.3 Deformable Convolution with SPM

Here, we investigate how these two components of our
DA module work together in synergy. As shown in Ta-
bles 1 and 2, although deformable convolution or SPM im-
proves our base model for more than 10.0% in Abs REL
and RMSE, the improvement of their combination is still
significant. Specifically, our DAMO network outperforms
the base model by nearly 31.9% in Abs REL and 16.9%
in RMSE. We believe the main reason for our improvement
on panorama is that the DA module learns the distortion in
this domain. The synergism of SPM and deformable con-
volution is obvious. That is, SPM activates informative re-
gions and helps deformable convolution to focus on chal-
lenging areas by learning the transformation of sampling
grids among panoramas.

4.3.4 Spherical-aware Weight vs. Regular Weight

We conduct ablation experiments to demonstrate the ef-
fectiveness of our spherical-aware weight for objective
functions. Table 2 show the results of each component
with/without the proposed weight. The largest improve-
ment is achieved on our base model, its Abs REL is im-
proved from 0.0598 to 0.0562 (by nearly 6.0%) and RMSE
is improved from 0.2129 to 0.2068 (by nearly 2.8%). When
SPM or deformable convolution is used in the model, the
spherical-aware weight can still introduce further perfor-
mance improvement.

4.3.5 Generalization Analysis

To further demonstrate the generalization capability of our
DAMO network, we tested our method without finetune on
the validation split of the 360D dataset (i.e., SceneNet [14]).
It is clear that DAMO outperforms other methods. As
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RGB Base Model Base Model + SPM DAMOGT Base Model + D

(a) (b) (c) (d) (e) (f)

Figure 4. Ablation study with strip pooling and deformable convolution on the 360D Dataset. Models with strip pooling can predict clearer
depth regions than the base model, while models with deformable convolution generate much sharper boundaries than those with regular
convolution. Integrating both strip pooling and deformable convolution in our DA module can further improve the performance.

RGB BiFuse-Equi* DAMORectNet⋇ GT

(a) (b) (c) (d) (e)

Figure 5. Generalization analysis for the proposed methods. We evaluate existing methods in SceneNet to test the generalization ability of
the model.

shown in Fig. 5, DAMO predicts more fine details and
its results are closer to groundtruth than other methods.
Compared to the test set of 360D, the overall performance
drop of our DAMO network on the validation split is lower
than other methods. For instance, our RMSE is increased
by 0.1088. In contrast, the RMSEs of BiFuse-Equi and
OmniDepth-RectNet are increased by 0.1437 and 0.1471,
respectively. That is because, RectNet and BiFuse-Equi do
not consider the distortion of panorama and are therefore
overfitted on the training set of 360D. More quantitative de-
tails are reported in our supplementary material.

The superiority of DAMO can be attributed to our DA
module, which consists of SPM and deformable convo-
lution. Specifically, reasonable offsets are learned with
deformable convolution and its sampling grids can target
distorted projection of objects at different locations of a
panorama. Therefore, our DAMO obtains transformation
capability of sampling grids against distortion. Besides, the

element-wise multiplication in SPM generates the connec-
tion among different channels in each input. Consequently,
the transferability of DAMO is also improved. The DA
module improves the overall representation capability of
our network, especially along occlusion boundaries of ob-
jects (see the frame in Fig. 5).

5. Conclusion

We presented a method for omnidirectional dense depth
estimation. We introduce deformable convolution to handle
distortion of panorama and use strip pooling to improve the
generalization ability of our DAMO network. To alleviate
the supervision bias caused by distortion, we further intro-
duce a spherical-weighted objective function to aggregate
abundant information near the equator of the sphere. Ex-
periments show that the proposed method outperforms the
state-of-the-art monocular omnidirectional depth estimation

8



methods.
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