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Abstract—Traditional acoustic-phonetic approach makes use of
both spectral and phonetic information when comparing the voice
of speakers. While phonetic units are not equally informative, the
phonetic context of speech plays an important role in speaker
verification (SV). In this paper, we propose a neural acoustic-
phonetic approach that learns to dynamically assign differentiated
weights to spectral features for SV. Such differentiated weights form
a phonetic attention mask (PAM). The neural acoustic-phonetic
framework consists of two training pipelines, one for SV and
another for speech recognition. Through the PAM, we leverage
the phonetic information for SV. We evaluate the proposed neural
acoustic-phonetic framework on the RSR2015 database Part III
corpus, that consists of random digit strings. We show that the
proposed framework with PAM consistently outperforms baseline
with an equal error rate reduction of 13.45% and 10.20% for female
and male data, respectively.

Index Terms—Speaker verification, text-dependent, attention,
masking, phonetic information, prompted digit recognition.

I. INTRODUCTION

S PEAKER verification (SV) seeks to verify the claimed
identity of a speaker [1]. It can be generally categorized into

text-dependent and text-independent tasks [2], [3]. The former
typically requires less training and test data than the latter to
maintain the same level of performance [4], [5]. Text-dependent
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SV task allows us to compare utterances of the same phonetic
context [6], [7], or random word sequences coming from a fixed
vocabulary [8], [9]. With random sequences, such as random
digit strings, an SV system is less vulnerable to replay attacks [8],
[10], [11]. In this work, we study a neural acoustic-phonetic
approach for SV of random digit strings in RSR2015 Part III
database [12].

Speech signals contain both speaker traits and phonetic con-
text [13], [14], of which phonetic context is the carrier of
speaker traits. Humans identify voice print more accurately
when they associate phonetic context with acoustic informa-
tion [15]. Studies show that humans take advantage of language-
specific knowledge of speech phonology to facilitate speaker
recognition [16]. Similarly, SV benefits from phonetically-aware
speaker traits [14], [17]–[26]. For example, a c-vector architec-
ture is studied to introduce frame-level phonetic information
into segment-level speaker embedding [14]. In [17], phonetic
features are projected into multi-channel feature maps. Along
similar direction, PacNet [18] uses coupled stem to jointly learn
acoustic features and transform frame-level ASR bottleneck
feature. In [25], a speaker-utterance dual attention (SUDA) is
applied to learn the interaction between speaker and utterance
information streams in a unified framework for text-dependent
SV.

Along this line of thought, we believe that the speaker traits
carried by different phonetic contexts are not equally informa-
tive. The question is how to model the interaction between
speaker and phonetic features. In most of the prior studies,
speaker and phonetic features are often encoded independently,
resulting in different feature spaces. Therefore, the acoustic-
phonetic interaction is not localized at the time-frequency bins
of the speaker feature map.

In this work, we propose a neural acoustic-phonetic approach
with phonetic attention mask (PAM) that learns to dynamically
assign differentiated weights to speaker feature map. The PAM
is different from SUDA [25] implementation, where acoustic
and phonetic feature maps are fused with a constant weight. In
addition, we propose a network architecture that is optimized
for phonetically informed SV.

II. NEURAL ACOUSTIC-PHONETIC APPROACH

We propose a dual-pathway network, as illustrated in Fig. 1,
that facilitates the joint optimization between a speaker classi-
fication and a speech recognition task, therefore, the interaction
between the two.
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Fig. 1. Block diagram of the proposed neural acoustic-phonetic approach with
phonetic attention mask for SV. ⊗ indicates element-wise multiplication.

A. Phonetic Attention Mask (PAM)

We propose a neural acoustic-phonetic approach with a pho-
netic attention mask (PAM) that learns to dynamically assign
such weights during run-time inference. The neural solution
consists of two pathways that learn to encode speaker and
linguistic content separately, and a PAM that interacts between
the two pathways.

The digit recognition pathway in Fig. 1 can be specifically
optimized for providing the representations of phonetic informa-
tion. A PAM generator bridges the two pathways by producing
a mask of the same size as the speaker feature map, as shown
in Fig. 1, according to the phonetic context characterized by
the pre-trained digit recognizer. We regard the dual-pathway
network without PAM generator as a reference baseline for the
proposed neural acoustic-phonetic approach.

We train the SV pathway and the PAM generator jointly.
The PAM generator includes one layer of 1D CNN with kernel
size of 1 and a sigmoid non-linearity layer. The former is used
to re-weight each element on the feature map according to
phonetic information, while the latter can restrict the activation.
The PAM generator generates an attention map which assigns
a differentiated weight dynamically to each time-frequency bin
of the speaker feature map as follows,

PAM = 1− Sigmoid(Conv1D(Fdgt)) (1)

where Conv1D denotes a 1D CNN. Fdgt is the speech feature
map from the digit recognition CNN block.

The CNN blocks of the two pathways are specifically designed
to have the same architecture so that the speech feature mapFdgt

and speaker feature mapFspk are of the same dimension. During
run-time inference, a PAM is generated dynamically according
to input speech context, which modulates the speaker feature
map Fspk as follows,

F ′
spk = Fspk ⊗ PAM (2)

where ⊗ denotes element-wise multiplication.

B. Acoustic-Phonetic Feature Concatenation (concat)

We further study an alternative approach to acoustic-phonetic
feature representation. The idea of [17] is intuitive and effective.
To fairly compare it with the proposed PAM, we reimplement its
basic idea based on our baseline system as a contrastive system
by concatenating phonetic features with acoustic features to fuse
the two features, that is referred to as ‘concat’ approach from
here on.

As shown in Fig. 2(b), the speech feature map Fdgt is first
processed by a 1D CNN with kernel size of 1 to reduce the
number of channels toN , then reshaped into the same dimension
as the MFCC features by two layers of fully connected layer. In
this way, the reshaped features are considered to encode the
phonetic information, thus also referred to as phonetic features.
Finally, the phonetic and acoustic features are concatenated to
form N + 1 channels as the input to SV.

C. Training Strategy

The digit recognition model is first trained with connectionist
temporal classification (CTC) loss [27] for digit recognition. In
the baseline model, the digit recognition and the SV pathways
are trained independently. In PAM or concat model, the weights
of the well-trained digit recognition model are fixed during
the training of SV branch. In PAM, the PAM generator and
the SV model are bridged as in Fig. 2(a) for joint training;
while in concat, the SV model is trained on acoustic-phonetic
concatenated features as in Fig. 2(b).

Cross entropy (CE) loss and embedding level triplet loss are
adopted for training the SV model. Specifically, the triplet loss
is applied on the 512-dimensional embedding vector after 1D
global average pooling in the classifier. The positive and negative
samples for calculating triplet loss are randomly sampled in each
batch training iteration.

III. EXPERIMENTS

A. Database

We perform experiments on RSR2015 Part III [12], which
has a close set of speakers. For the SV model, we use three
strings each consisting of all 10 digits in a random order as
training set, and quasi-random 5-digit strings as the test set
following the protocol of RSR2015 data description. In addition,
the background set of RSR2015 Part III, and the 5-digit SV test
set are used to train a digit recognition model.

The 5-digit SV test trials can be grouped into four categories
by pairing speaker identity and speech content, namely, Target
Correct (TC), Impostor Correct (IC), Target Wrong (TW), and
Impostor Wrong (IW), as described in [12]. Among the four
types of trials, TC is seen as target trials, while the rest are used
as non-target, of which each constitutes a test condition.

B. Experimental Setup

The speech data of RSR2015 database are processed with
20 ms frame size and 10 ms shift to extract 60-dimensional
(20-base + 20-Δ + 20-ΔΔ) MFCC features. The MFCC fea-
tures are further normalized with cepstral mean and variance
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Fig. 2. The feature representation block of the dual-pathway framework. (a) The proposed neural acoustic-phonetic approach with a phonetic attention mask.
(b) The concat approach that fuses phonetic features and acoustic features as the input to the speaker verification pathway. (a) Details the gray panel in Fig. 1. The
input mel frequency cepstral coefficients (MFCC) is represented as a 1× L×D feature map with 1 channel, L frames and D dimensional feature frame. C, L′
and D′ are number of channels, frames and feature dimensions after convolution, respectively. ⊗ Indicates element-wise multiplication.

Fig. 3. The network architecture of the CNN block in the experiments. The
MFCC is represented as a 1× L×D feature map with 1 channel, L frames and
D dimensional feature frame. The 3D-block represents the shape of features.

normalization (CMVN) by utterance level mean and variance
statistics [30].

In all systems, as shown in Fig. 1, we inherit the design of Con-
volutional, and Long Short-Term Memory Deep Neural Network
(CLDNN) pipeline [31], which is widely adopted [32]–[37].
The detailed architecture of CNN block for feature extraction
used in our experiments is shown in Fig. 3. The activation
function of parametric rectified linear unit (PReLU) [38], batch
normalization [39] and dropout [40] are employed in between
convolutional layers. The classifier module in the SV branch
contains 1D global average pooling, fully connected layer and
batch normalization operation. In the digit recognition branch,
a beam search algorithm is implemented to decode the digit
sequence [41].

C. System Training

All systems are trained on the same dataset for fair compar-
ison. The batch size is fixed to 128 for all experiments. The
random seeds for the initialization of weights are empirically
fixed to 50, 100, 500 and 1,000 in this work, and each experiment
is repeated four times to report the mean. In addition, the learning
rate is set to 0.0003, and the dimension of hidden layer of
BiLSTM is 512. We set the number of channels, N , to 2.
Therefore, we form the acoustic-phonetic features ofN + 1 = 3
channels as the input to the SV task.

D. System Description
� Acoustic-only baseline: The acoustic-only baseline only

includes the SV branch of the baseline system.

TABLE I
PERFORMANCE COMPARISON IN EER (%) BETWEEN THE PROPOSED NEURAL

ACOUSTIC-PHONETIC APPROACH AND OTHER STATE-OF-THE-ART SYSTEMS

FOR TC-IC TRIAL OF RSR2015 PART III

� Acoustic-phonetic baseline: this system has the same archi-
tecture as in Fig. 1, except that there is no PAM generator
to interact between the pathways.

� Acoustic-phonetic system with PAM: The proposed neural
acoustic-phonetic approach with PAM as shown in Fig. 1.

� Acoustic-phonetic system with Concat: The contrastive
system which concatenates phonetic features with acoustic
features for early fusion, as described in Section II-B, in
place of PAM.

E. Acoustic-Phonetic Scoring

We derive a total score from both acoustic and phonetic
pathways. The Levenshtein distance [42] is computed between
a predicted digit sequence and its reference, which is further
transformed by a scoring function as shown in Fig. 1, and
formulated next.

scoredgt = Sigmoid(γ − 2 ∗ levdgt) (3)

where levdgt denotes the Levenshtein distance, while γ = 5 is
the number of digits in the reference digit strings. The scorespk
is obtained from the output of the speaker verification pathway,
which represents the posterior probability of each speaker. We
adopt weighting factor α [43] to fuse scorespk and scoredgt,
and derive a total score scoretotal as (4).

scoretotal = α log(scorespk) + (1− α) log(scoredgt) (4)

where we set α = 0.7 empirically in the experiments.
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TABLE II
SV PERFORMANCE ON RSR2015 PART III CORPUS IN EER (%), AND TOP-1 ACCURACY (%), WE REPORT BOTH OVERALL EER AND BY TRIAL CATEGORY, I.E.

TC-IC AND TC-IW

IV. RESULTS AND DISCUSSIONS

A. Speaker Verification

In Table I, we compare the performance in terms of equal error
rate (EER) between the proposed acoustic-phonetic approach
and other state-of-the-art systems on RSR2015 Part III for the
TC-IC trials, where the speech content is always correct. The
EER is calculated only by scorespk to purely evaluate the
SV performance. We observe that the acoustic-only baseline
achieves a comparable result with other competing systems, and
the acoustic-phonetic system with PAM achieves a performance
gain of EER reduction by 13.45% and 10.20% for female and
male data, respectively. The performance gain is attributed due
to the proposed PAM mechanism.

We now further perform ablation study on the proposed
acoustic-phonetic system with PAM, as summarized in Table II,
in terms of EER and Top-1 Accuracy. As we evaluate the EER
by scorespk, we only report two trial categories, namely TC-IC
and TC-IW, where TC are the target set, and IC and IW are
two different non-target sets. We observe that the proposed
neural acoustic-phonetic approach significantly improves the
performance in all cases over the acoustic-only approach.

Now we would like to compare the proposed PAM with a con-
trast system concat which also benefits SV from phonetically-
aware speaker traits. The concat system concatenates the pho-
netic information based transformed features with MFCC to
consider as input to the baseline. We find from Table II that our
baseline framework can perform better with PAM than concat
approach for all of the evaluation indicators by introducing
phonetic information into SV more effectively. This may be
due to the fact that proposed attention mask can utilize the
phonetic information to assist SV task by re-weighting each
time-frequency bin effectively.

Further, we would like to examine the effect of speech recog-
nition accuracy. To this end, we add the 5-digit based test data
into the training set for digit recognition model training. In this
way, it is expected that the digit recognition model fits well
with the test set to obtain high quality phonetic information
feature maps, that gives us the upper bound performance. We
can observe from Table II that the acoustic-phonetic system
with PAM approximates the performance of the upper bound
performance.

B. Multi-Task Experiments

In Table III, we compare four systems that are trained with
both SV and digit recognition tasks. Here, the EER results
for each trial category, namely TC-TW, TC-IC, and TC-IW,
are evaluated with scoretotal in (4) for both tasks at the same

TABLE III
MULTI-TASK PERFORMANCE ON RSR2015 PART III CORPUS IN EER (%)

TABLE IV
COMPARISON OF SV PERFORMANCE OF PROPOSED ACOUSTIC-PHONETIC

SYSTEM WITH PAM BETWEEN CASES THAT DIGITS ARE CORRECTLY OR

WRONGLY PREDICTED

time. The performance trend of various systems mostly remains
similar to those evaluated with scorespk in Table II.

It is worth noting that, unlike those in TC-IC trials, the digits
strings in TC-TW and TC-IW categories are having incorrect
speech content. Comparing the results in Table II and Table III,
we are encouraged to see that, by evaluating both speech content
and speaker scores, we achieve better results for TC-IC, TC-TW
and TC-IW trials.

C. Digit Recognition

Finally, we would like to investigate how digit recognition
performance impacts the SV results. We divided the samples
into two groups based on the results of digit recognition and
named them ‘correct’ and ‘wrong’ in Table IV. We only consider
the case that when all predicted 5 digits are consistent with the
prompted digits as ‘correct’. From Table IV, we observe that
when digits are correctly recognized by the digit recognition
model, the performance of SV obviously outperforms. This
may benefit from the higher quality of phonetic information
provided by the digit recognition model in the case of correct
digits recognition.

V. CONCLUSION

We propose a novel neural acoustic-phonetic approach for
text-dependent SV with random digit strings, where we adopt a
phonetic attention mask (PAM) to model the interaction between
the acoustic and phonetic pathways. Studies on RSR2015 Part
III reveal that we greatly benefit from the proposed PAM. In
addition, the upper bound study shows that PAM is capable of
utilizing the phonetic information very effectively.
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