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#### Abstract

Tensor robust principal component analysis (TRPCA) is a fundamental model in machine learning and computer vision. Recently, tensor train (TT) decomposition has been verified effective to capture the global low-rank correlation for tensor recovery tasks. However, due to the large-scale tensor data in real-world applications, previous TRPCA models often suffer from high computational complexity. In this letter, we propose an efficient TRPCA under hybrid model of Tucker and TT. Specifically, in theory we reveal that TT nuclear norm (TTNN) of the original big tensor can be equivalently converted to that of a much smaller tensor via a Tucker compression format, thereby significantly reducing the computational cost of singular value decomposition (SVD). Numerical experiments on both synthetic and real-world tensor data verify the superiority of the proposed model.


Index Terms-Tensor analysis, robust tensor decomposition, tensor train decomposition, tensor robust principal component analysis.

## I. Introduction

Tensor decomposition is a fundamental tool for multi-way data analysis [1]-[3]. In real-world applications, tensor data are often corrupted with sparse outliers or gross noises [4], [5]. For example, face images recorded in practical applications might contaminate gross corruptions due to illumination and occlusion noise. To alleviate this issue, tensor robust principal component analysis [6]-[9] (TRPCA) or robust tensor decomposition [10]-[12] (RTD) were proposed to estimate the underlying low-rank and sparse components from their sum. In the past decades, it has been shown that the low-rank and sparse components can be exactly recovered by solving the following minimization problem:

$$
\begin{equation*}
\min _{\boldsymbol{X}, \boldsymbol{\mathcal { S }}}\|\boldsymbol{X}\|_{\circledast}+\tau\|\mathcal{S}\|_{1}, \text { s.t. } \boldsymbol{y}=\boldsymbol{X}+\boldsymbol{S} \tag{1}
\end{equation*}
$$

where $\|\cdot\|_{\circledast}$ and $\|\cdot\|_{1}$ denote tensor nuclear norm and $\ell_{1}$ norm, respectively, and $\tau>0$ is a hyper-parameter balancing the low-rank and sparse components.

The essential element of the TRPCA problem is to capture the high-order low-rank structure. Unlike the matrix case, there is no unified tensor rank definition due to the complex

[^0]multilinear structure. The most straightforward tensor rank is CANDECOMP/PARAFAC (CP) rank, which is defined on the smallest number of rank-one tensors [1]. Nevertheless, both CP rank and its convex surrogate CP nuclear norm are NPhard to compute [13], [14]. To alleviate such issue, Zhao et al. [15] proposed a variational Bayesian inference framework for CP rank determination and applied it to the TRPCA problem. Compared with CP rank, Tucker rank is more flexible and interpretable since it explores the low-rank structure in all modes. Tucker rank is defined as a set of ranks of unfolding matrices associated with each mode [16]. Motivated by the convex surrogate of matrix rank, the sum of the nuclear norm (SNN) was adopted as a convex relaxation for Tucker rank [17]. The work [7] proposed an SNN-based TRPCA model. Huang et al. [18] presented the exact recovery guarantee for SNN-based TRPCA. Recently, TT rank-based models have achieved both theoretical and practical performance better than Tucker rank models in the field of tensor recovery applications. Compared with Tucker rank, TT rank was demonstrated to capture global correlation of tensor entries using the concept of von Neumann entropy theory [19]. Gong et al. [20] showed the potential advantages of TT rank by investigating the relationship between Tucker decomposition and TT decomposition. Similar to SNN, Bengua et al. [19] proposed TT nuclear norm (TTNN) using the sum of nuclear norm of TT unfolding matrix along with each mode. Yang et al. [21] proposed a TRPCA model based on TTNN and applied it to tensor denoising tasks.

It is significantly important to have efficient optimization algorithms for TRPCA problem. This is especially challenging for large-scale and high-order tensor data. In this letter, we propose an efficient TT rank-based TRPCA model which equivalently converts the TTNN minimization problem of the original tensor to that of a much smaller tensor. Thus, the computational complexity of TTNN minimization problem can be significantly reduced. To summarize, we make the following contributions:

- We demonstrate that the minimization of TTNN on the original big tensor can be equivalently converted to a much smaller tensor under a Tucker compression format.
- We propose an efficient TRPCA model and develop an effective alternating direction method of multipliers (ADMM) based optimization algorithm.
- We finally show that the proposed model achieves more promising recovery performance and less running time than the state-of-the-art models on both synthetic and real-world tensor data.


## II. Notation and Preliminary

## A. Notations

We adopt the notations used in [1]. The set $\{1,2, \cdots, K\}$ is denoted as $[K]$. A scalar is given by a standard lowercases or uppercases letter $x, X \in \mathbb{R}$. A matrix is given by a boldface capital letter $\mathbf{X} \in \mathbb{R}^{d_{1} \times d_{2}}$. A tensor is given by calligraphic letter $\boldsymbol{X} \in \mathbb{R}^{d_{1} \times d_{2} \times \cdots d_{K}}$. The $\left(i_{1}, i_{2}, \cdots, i_{K}\right)$ entry of tensor $\mathfrak{X}$ is given by $X\left(i_{1}, i_{2}, \cdots, i_{K}\right)$. The standard mode- $k$ unfolding [1] of tensor $\mathcal{X} \in \mathbb{R}^{d_{1} \times d_{2} \times \cdots \times d_{K}}$ is given by $\mathbf{X}_{(k)} \in \mathbb{R}^{d_{k} \times d_{1} \cdots d_{k-1} d_{k+1} \cdots d_{K}}$, and the corresponding matrix-tensor folding operation is given by $\operatorname{sfold}_{k}\left(\mathbf{X}_{(k)}\right)$. Another mode- $k$ unfolding for TT decomposition [22] is denoted as $\mathbf{X}_{[k]} \in \mathbb{R}^{d_{1} \cdots d_{k-1} \times d_{k} \cdots d_{K}}$, and the corresponding matrix-tensor folding operation is denoted as $f \circ 1 \mathrm{~d}_{k}\left(\mathbf{X}_{[k]}\right)$.

## B. Tensor Train Decomposition

Definition 1 (TT decomposition [22]). The tensor train (TT) decomposition represents a Kth-order tensor $\mathbf{y} \in \mathbb{R}^{d_{1} \times \cdots \times d_{K}}$ by the sequence multilinear product over a set of thirdorder core tensors, i.e., $\boldsymbol{y}=\operatorname{TT}\left(\mathcal{G}^{(1)}, \cdots, \mathcal{G}^{(K)}\right)$, where $\mathcal{G}^{(k)} \in \mathbb{R}^{r_{k-1} \times d_{k} \times r_{k}}, k \in[K]$, and $r_{K}=r_{0}=1$. Elementwisely, it can be represented as

$$
\begin{equation*}
Y\left(i_{1}, i_{2}, \cdots, i_{K}\right)=\sum_{v_{0}, \cdots, v_{K}}^{r_{0}, \cdots, r_{K}} \prod_{k=1}^{K} G^{(k)}\left(v_{k-1}, i_{k}, v_{k}\right) \tag{2}
\end{equation*}
$$

The size of cores, $r_{k}, k=1, \cdots, K-1$, denoted by a vector $\left[r_{1}, \cdots, r_{K-1}\right]$, is called TT rank.
Definition 2 (TT nuclear norm [19]). The tensor train nuclear norm (TTNN) is defined by the weighted sum of nuclear norm along each unfolding matrix:

$$
\begin{equation*}
\|\boldsymbol{y}\|_{\mathrm{ttnn}}:=\sum_{k=1}^{K-1} \alpha_{k}\left\|\mathbf{Y}_{[k]}\right\|_{*}, \tag{3}
\end{equation*}
$$

where $\|\cdot\|_{*}$ is the matrix nuclear norm, $\alpha_{k}>0$ denotes the weight of mode- $k$ unfolding.

## III. Efficient TrpCA under Hybrid Model of Tucker and TT

## A. Fast TTNN Minimization under a Tucker Compression

In the following theorem, we show that TT decomposition can be equivalently given in a Tucker compression format.

Theorem 1. Let $\mathcal{X} \in \mathbb{R}^{d_{1} \times d_{2} \times \cdots \times d_{K}}$ be a Kth-order tensor with TT rank $\left[r_{1}, \cdots r_{K-1}\right]$, it can be formulated as the following Tucker decomposition format:

$$
\begin{equation*}
\boldsymbol{X}=\tilde{\boldsymbol{X}} \times_{1} \mathbf{U}_{1} \times_{2} \cdots \times_{K} \mathbf{U}_{K}, \mathbf{U}_{k} \in S t\left(d_{k}, R_{k}\right) \tag{4}
\end{equation*}
$$

where $\tilde{\mathfrak{X}}=\operatorname{TT}\left(\tilde{\mathcal{G}}^{(1)}, \tilde{\boldsymbol{G}}^{(2)}, \ldots, \tilde{\boldsymbol{G}}^{(K)}\right)$ denotes the core tensor, $\tilde{\mathcal{G}}^{(k)} \in \mathbb{R}^{r_{k} \times R_{k} \times r_{k+1}}$, and $\operatorname{St}\left(d_{k}, R_{k}\right):=\{\mathbf{U} \in$ $\left.\mathbb{R}^{d_{k} \times R_{k}}, \mathbf{U}^{\top} \mathbf{U}=\mathbf{I}_{R_{k}}\right\}$ is the Stiefel manifold.

Proof. The proof can be completed by discussing in the following two cases.

Case 1: If $d_{k}>r_{k} r_{k+1}$, we let $\mathbf{U}_{k}$ be the left singular matrix of mode-2 unfolding of $\mathcal{G}^{(k)}$, i.e., $\left[\mathbf{U}_{k}, \boldsymbol{\Sigma}_{k}, \mathbf{V}_{k}^{\top}\right]=$ $\operatorname{SVD}\left(\mathbf{G}_{(2)}^{(k)}\right)$, and we let $\tilde{\boldsymbol{G}}^{(k)}=\operatorname{sfold}_{2}\left(\boldsymbol{\Sigma}_{k} \mathbf{V}_{k}^{\top}\right)$.

Case 2: If $d_{k} \leq r_{k} r_{k+1}$, we let $\mathbf{U}_{k}$ be the identity matrix, i.e., $\mathbf{U}_{k}=\mathbf{I}_{d_{k}}$, and $\tilde{\mathfrak{G}}^{(k)}=\mathcal{G}^{(k)}$.

Combing these two cases, the core tensor of TT decomposition can be given by $\boldsymbol{\mathcal { G }}^{(k)}=\tilde{\mathcal{G}}^{(k)} \times_{2} \mathbf{U}_{k}, k \in[K]$. Elementwisely, we can present TT decomposition of $\mathcal{X}$ as

$$
\begin{align*}
& X\left(i_{1}, \cdots, i_{K}\right) \\
= & \mathbf{G}^{(1)}\left(:, i_{1},:\right) \mathbf{G}^{(2)}\left(:, i_{2},:\right) \cdots \mathbf{G}^{(K)}\left(:, i_{K},:\right) \\
= & \sum_{j_{1}=1}^{R_{1}} \cdots \sum_{j_{K}=1}^{R_{K}} \tilde{\mathbf{G}}^{(1)}\left(:, j_{1},:\right) U_{1}\left(j_{1}, i_{1}\right) \\
& \tilde{\mathbf{G}}^{(2)}\left(:, j_{2},:\right) U_{2}\left(j_{2}, i_{2}\right) \cdots \tilde{\mathbf{G}}^{(K)}\left(:, j_{K},:\right) U_{K}\left(j_{K}, i_{K}\right) \\
= & \sum_{j_{1}=1}^{R_{1}} \cdots \sum_{j_{K}=1}^{R_{K}} \tilde{\mathbf{G}}^{(1)}\left(:, j_{1},:\right) \tilde{\mathbf{G}}^{(2)}\left(:, j_{2},:\right) \cdots  \tag{5}\\
& \tilde{\mathbf{G}}^{(K)}\left(:, j_{K},:\right) U_{1}\left(j_{1}, i_{1}\right) U_{2}\left(j_{2}, i_{2}\right) \cdots U_{K}\left(j_{K}, i_{K}\right) \\
= & \sum_{j_{1}=1}^{R_{1}} \cdots \sum_{j_{K}=1}^{R_{K}} \mathrm{TT}\left(\tilde{\boldsymbol{\mathcal { G }}}^{(1)}, \cdots, \tilde{\mathfrak{G}}^{(K)}\right)\left(i_{1}, \cdots, i_{K}\right) \\
& U_{1}\left(j_{1}, i_{1}\right) \cdots U_{K}\left(j_{K}, i_{K}\right) \\
= & \mathrm{TT}\left(\tilde{\boldsymbol{G}}^{(1)}, \cdots, \tilde{\mathfrak{G}}^{(K)}\right) \times_{1} \mathbf{U}_{1}\left(:, i_{1}\right) \cdots \times_{K} \mathbf{U}_{K}\left(:, i_{K}\right) .
\end{align*}
$$

Thus, we have $\mathcal{X}=\tilde{\boldsymbol{X}} \times_{1} \mathbf{U}_{1} \cdots \times_{K} \mathbf{U}_{K}$, where $\tilde{\mathcal{X}}=$ $\operatorname{TT}\left(\tilde{\boldsymbol{\mathcal { G }}}^{(1)}, \tilde{\mathfrak{G}}^{(2)}, \cdots, \tilde{\mathfrak{G}}^{(K)}\right)$ and $\mathbf{U}_{k} \in S t\left(d_{k}, R_{k}\right), k \in[K]$.

Proof of Theorem 1 is completed.
In the next theorem, we demonstrate that under a Tucker compression format, TTNN of the original tensor can be equivalently converted to that of a much smaller tensor.
Theorem 2. Let $\mathcal{X} \in \mathbb{R}^{d_{1} \times \cdots \times d_{K}}$ be a Kth-order tensor with TT rank $\left[r_{1}, \cdots r_{K-1}\right]$, the TTNN of $\mathfrak{X}$ can be given by

$$
\begin{equation*}
\|\mathcal{X}\|_{\mathrm{ttnn}}=\|\tilde{\mathcal{X}}\|_{\mathrm{ttnn}} \tag{6}
\end{equation*}
$$

where $\boldsymbol{X}=\tilde{\boldsymbol{X}} \times_{1} \mathbf{U}_{1} \cdots \times_{K} \mathbf{U}_{K}, \mathbf{U}_{k} \in S t\left(d_{k}, R_{k}\right), k \in[K]$. Proof. According to Lemma 3 in [23], we have

$$
\begin{equation*}
\mathbf{X}_{[k]}=\left(\mathbf{U}_{k} \otimes \cdots \otimes \mathbf{U}_{1}\right) \tilde{\mathbf{X}}_{[k]}\left(\mathbf{U}_{K} \otimes \cdots \otimes \mathbf{U}_{k+1}\right)^{\top} \tag{7}
\end{equation*}
$$

Note that the Kronecker product of multiple orthogonal matrices is still orthogonal matrix, that is,

$$
\begin{align*}
& \left(\mathbf{U}_{k} \otimes \cdots \otimes \mathbf{U}_{1}\right)^{\top}\left(\mathbf{U}_{k} \otimes \cdots \otimes \mathbf{U}_{1}\right) \\
& =\left(\mathbf{U}_{k}^{\top} \mathbf{U}_{k} \otimes \cdots \otimes \mathbf{U}_{1}^{\top} \mathbf{U}_{1}\right)=\mathbf{I}_{M} \tag{8}
\end{align*}
$$

where $M=\prod_{j=1}^{k} R_{j}$. Combining Eq. 8) and Eq. 77, we have

$$
\begin{equation*}
\left\|\mathbf{X}_{[k]}\right\|_{*}=\left\|\tilde{\mathbf{X}}_{[k]}\right\|_{*}, k \in[K-1] . \tag{9}
\end{equation*}
$$

Proof of Theorem 2 is completed.

```
Algorithm 1 Optimization Algorithm for FTTNN-based
TRPCA Model
input \(\boldsymbol{y}, \tau\).
initialize \(\mu=10^{-2}, \mu_{\max }=10^{10}, \rho=1.1\), tol \(=10^{-8}, \mathcal{G}^{(k)}\)
    using \(\mathcal{N}(0,1)\) distribution.
    while not converge do
        Update \(\mathcal{M}^{k, t+1}=\) fold \({ }_{k}\left(\mathcal{D}_{\alpha_{k} / \mu}\left(\tilde{\mathbf{X}}_{[k]}^{t}-\frac{1}{\mu} \mathbf{Q}_{[k]}^{k, t}\right)\right)\), where
        \(\mathcal{D}_{\alpha_{k} / \mu}(\cdot)\) denotes the SVT operator [24].
        Update \(\boldsymbol{X}^{t+1}=\boldsymbol{y}^{t}-\boldsymbol{S}^{t}+\tilde{\boldsymbol{X}}^{t} \times_{1} \mathbf{U}_{1}^{t} \cdots \times_{K} \mathbf{U}_{K}^{t}+\frac{1}{\mu}\left(\boldsymbol{\mathcal { C }}^{t}-\right.\)
        \(\left.\mathcal{P}^{t}\right)\).
        Update \(\boldsymbol{S}^{t+1}=\mathcal{S}_{\tau}\left(\boldsymbol{y}^{t}-\boldsymbol{X}^{t+1}+\frac{1}{\mu} \mathcal{E}^{t}\right)\), where \(\mathcal{S}_{\tau}\) denotes
        the soft-shrinkage operator [25].
        Update \(\tilde{\boldsymbol{X}}^{t+1}=\frac{1}{K \mu}\left(\left(\mu \boldsymbol{X}^{t+1}+\mathcal{P}^{t}\right) \times_{1} \mathbf{U}_{1}^{t, \top} \cdots \times_{K} \mathbf{U}_{K}^{t, \top}+\right.\)
        \(\left.\sum_{k=1}^{K} \mu \mathbf{M}^{k, t}+\mathbf{Q}^{k, t}\right)\).
    Update \(\mathbf{U}_{k}^{t+1}=\mathbf{A}_{k} \mathbf{B}_{k}\), where \(\left(\frac{1}{\mu} \mathbf{P}_{(k)}^{t}+\mathbf{X}_{(k)}^{t+1}\right) \mathbf{V}_{(k)}=\)
        \(\mathbf{A}_{k} \mathbf{D}_{k} \mathbf{B}_{k}\) is the SVD of \(\left(\frac{1}{\mu} \mathbf{P}_{(k)}+\mathbf{X}_{(k)}\right) \mathbf{V}_{(k)}\), and \(\mathcal{V}=\)
        \(\boldsymbol{X}^{t+1} \times_{1} \mathbf{U}_{1}^{t+1, \top} \cdots \times_{k-1} \mathbf{U}_{k-1}^{t+1, \top} \times_{k+1} \mathbf{U}_{k+1}^{t, \top} \cdots \mathbf{U}_{K}^{t, \top}\).
        Update \(\mathbf{Q}^{k, t+1}=\mathbf{Q}^{k, t}+\mu\left(\mathbf{M}^{k, t+1}-\tilde{\boldsymbol{X}}^{t+1}\right), k \in[K-1]\).
        Update \(\mathcal{P}^{t+1}=\mathcal{P}^{t}+\mu\left(\boldsymbol{X}^{t+1}-\tilde{\boldsymbol{X}}^{t+1} \times_{1} \mathbf{U}_{1}^{t+1} \times_{2} \cdots \times_{K}\right.\)
        \(\mathbf{U}_{K}^{t+1}\) ).
        Update \(\mu=\max \left(\rho \mu, \mu_{\max }\right)\).
        Check the convergence condition:
        \(\max \left(\frac{\left\|\boldsymbol{S}_{t+1}-\boldsymbol{S}_{t}\right\|_{F}}{\left\|\boldsymbol{S}_{t}\right\|_{F}}, \frac{\left\|\boldsymbol{X}_{t+1}-\boldsymbol{X}_{t}\right\|_{F}}{\left\|\boldsymbol{X}_{t}\right\|_{F}}\right) \leq\) tol.
        \(t \leftarrow t+1\).
    end while
```


## B. Efficient TRPCA under Hybrid Model of Tucker and TT

TRPCA aims to recover the low-rank and sparse components from their sum. The low-rank TT-based TRPCA model can be formulated as

$$
\begin{equation*}
\min _{\boldsymbol{X}, \boldsymbol{S}}\|\boldsymbol{X}\|_{\mathrm{ttnn}}+\tau\|\boldsymbol{S}\|_{1} \text { s.t. } \boldsymbol{y}=\boldsymbol{X}+\boldsymbol{S} \tag{10}
\end{equation*}
$$

where $\tau>0$ denotes the hyper-parameter. Combining Theorem 1 and Theorem 2, problem (10) can be equivalently given in a fast TTNN (FTTNN) minimization format:

$$
\begin{align*}
& \min ^{\boldsymbol{x}, \tilde{\boldsymbol{x}}, \boldsymbol{S},\left\{\mathbf{U}_{k}\right\}_{k=1}^{K}}\|\tilde{\mathfrak{X}}\|_{\mathrm{ttnn}}+\tau\|\boldsymbol{S}\|_{1} \\
& \text { s.t. } \boldsymbol{X}=\tilde{\boldsymbol{X}} \times_{1} \mathbf{U}_{1} \times_{2} \cdots \times_{K} \mathbf{U}_{K}  \tag{11}\\
& \boldsymbol{y}=\boldsymbol{X}+\boldsymbol{S}, \mathbf{U}_{k} \in S t\left(I_{k}, R_{k}\right)
\end{align*}
$$

By incorporating auxiliary variables $\left\{\mathcal{M}^{k}\right\}_{k=1}^{K}$, the augmented Lagrangian function of problem 11 is given by

$$
\begin{aligned}
& L_{\mu}\left(\left\{\mathcal{M}^{k}\right\}_{k=1}^{K-1}, \tilde{\boldsymbol{X}}, \boldsymbol{S},\left\{\mathbf{U}_{k}\right\}_{k=1}^{K},\left\{\mathbf{Q}^{k}\right\}_{k=1}^{K-1}, \boldsymbol{\mathcal { E }}, \mathcal{P}\right) \\
&= \sum_{k=1}^{K-1} \alpha_{k}\left\|\mathbf{M}_{[k]}^{k}\right\|_{*}+\tau\|\boldsymbol{S}\|_{1} \\
&+\sum_{k=1}^{K-1}\left\langle\mathbf{Q}^{k}, \mathcal{M}^{k}-\tilde{\boldsymbol{X}}\right\rangle+\frac{\mu}{2}\left\|\mathbf{M}^{k}-\tilde{\boldsymbol{X}}\right\|_{F}^{2} \\
&+\langle\boldsymbol{y}-\boldsymbol{X}-\boldsymbol{S}, \boldsymbol{E}\rangle+\frac{\mu}{2}\|\boldsymbol{y}-\boldsymbol{X}-\boldsymbol{S}\|_{F}^{2} \\
&+\left\langle\boldsymbol{P}, \boldsymbol{X}-\tilde{\boldsymbol{X}} \times_{1} \mathbf{U}_{1} \times_{2} \cdots \times_{K} \mathbf{U}_{K}\right\rangle \\
&+\frac{\mu}{2}\left\|\boldsymbol{X}-\tilde{\boldsymbol{X}} \times_{1} \mathbf{U}_{1} \times_{2} \cdots \times_{K} \mathbf{U}_{K}\right\|_{F}^{2} \\
& \text { s.t. } \mathbf{U}_{k} \in S t\left(I_{k}, R_{k}\right), k \in[K],
\end{aligned}
$$

TABLE I
Recovery Results of the Proposed FTTNN and TTNN on Synthetic Tensor Data

| d | TT rank | NR | Alg | RSE-X | RSE-S | Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 30 | 3 | 5\% | TTNN | $1.52 \mathrm{e}-8$ | $1.36 \mathrm{e}-10$ | 18.05 |
|  |  |  | FTTNN (ours) | 1.83e-9 | $3.63 \mathrm{e}-11$ | 7.29 |
|  |  | 10\% | TTNN | $1.54 \mathrm{e}-8$ | $1.30 \mathrm{e}-10$ | 20.34 |
|  |  |  | FTTNN (ours) | $1.41 \mathrm{e}-9$ | $2.31 \mathrm{e}-11$ | 7.81 |
|  | 4 | 5\% | TTNN | $1.52 \mathrm{e}-8$ | $2.09 \mathrm{e}-10$ | 17.64 |
|  |  | 5\% | FTTNN (ours) | 1.52e-9 | 4.72e-11 | 8.29 |
|  |  | 10\% | TTNN | $1.49 \mathrm{e}-8$ | $2.00 \mathrm{e}-10$ | 19.03 |
|  |  | 10\% | FTTNN (ours) | 1.06e-9 | $2.69 \mathrm{e}-11$ | 8.47 |
| 40 | 4 | 5\% | TTNN | 1.46e-8 | $1.07 \mathrm{e}-10$ | 129.69 |
|  |  |  | FTTNN (ours) | $1.89 \mathrm{e}-9$ | 3.40e-11 | 23.27 |
|  |  | 10\% | TTNN | 1.31e-8 | $9.64 \mathrm{e}-11$ | 122.99 |
|  |  |  | FTTNN (ours) | $1.26 \mathrm{e}-9$ | 1.77e-11 | 24.46 |
|  | 5 | 5\% | TTNN | $1.31 \mathrm{e}-8$ | $1.40 \mathrm{e}-10$ | 112.36 |
|  |  |  | FTTNN (ours) | 1.45e-9 | $3.60 \mathrm{e}-11$ | 28.58 |
|  |  | 10\% | TTNN | $1.32 \mathrm{e}-8$ | $1.34 \mathrm{e}-10$ | 117.01 |
|  |  |  | FTTNN (ours) | 5.46e-7 | $1.25 \mathrm{e}-8$ | 27.72 |

where $\mu>0$ denotes penalty parameter, $\left\{\mathbf{Q}^{k}\right\}_{k=1}^{K}, \mathcal{E}$ and $\mathcal{P}$ are Lagrange multipliers. All variables of Eq. 12, can be solved separately based on ADMM method [26]. The update details are summarized in Algorithm 1 .
Compared with the time complexity $\mathcal{O}\left(d^{3 K / 2}\right)$ in TTNN of the original big tensor, the proposed FTTNN-based TRPCA model only requires time complexity $\mathcal{O}\left(K R^{2} d^{K-1}+\right.$ $K R^{3 K / 2}+K R d^{K}$ ), which will greatly accelerate the optimization algorithm if the given rank $R$ is significantly low.

## IV. Numerical Experiments

In this section, we present the numerical experiment results on synthetic tensor data as well as color image and video data, of the proposed and state-of-the-art model, namely BRTF [15], SNN [7], tSVD [6] and TTNN [21]. All experiments are tested with respect to different sparse noise ratios (NR), which is given by $\mathrm{NR}=N / \prod_{k=1}^{K} d_{k} \times 100 \%$, where $N$ denotes the number of sparse component entries. The relative standard error (RSE) is adopted as a performance metric, and is given by RSE $=\left\|\mathcal{X}^{*}-\mathcal{X}_{0}\right\|_{F} /\left\|\mathcal{X}_{0}\right\|_{F}$, where $\boldsymbol{X}^{*}$ and $\mathcal{X}_{0}$ are the estimated and true tensor, respectively. Matlab implementation of the proposed method is publicly available ${ }^{1}$

## A. Synthetic Data

We generate a low-rank tensor $\boldsymbol{X}_{0} \in \mathbb{R}^{d \times d \times d \times d}$ by TT contraction [22] with TT rank $[r, r, r]$. The entries of each core tensor are generated by i.i.d. standard Gaussian distribution, i.e., $g_{v_{k}, i_{k}, v_{k+1}}^{(k)} \sim \mathcal{N}(0,1), k \in[K]$. The support of sparse noise $\boldsymbol{S}_{0}$ is uniformly sampled at random. For $\left(i_{1}, i_{2}, i_{3}, i_{4}\right) \in$ $\operatorname{supp}\left(\boldsymbol{S}_{0}\right)$, we let $\boldsymbol{S}_{0}\left(i_{1}, i_{2}, i_{3}, i_{4}\right)=\boldsymbol{B}\left(i_{1}, i_{2}, i_{3}, i_{4}\right)$, where $\mathcal{B}$ is generated by the independent Bernoulli distribution. The observed tensor is formed by $\boldsymbol{y}=\boldsymbol{x}_{0}+\boldsymbol{S}_{0}$. The parameter $\tau=1 /(K-1) \sum_{k=1}^{K-1} 1 / \sqrt{\max \left(d_{1, k}, d_{2, k}\right)}$. For the weight $\alpha_{k}, k \in[K-1]$, we adopt the same strategy used in [19].

1) Effectiveness of the Proposed FTTNN-based TRPCA:

To verify the effectiveness of the proposed FTTNN-based TRPCA, we conduct experiments on multiple conditions. We let $d \in\{30,40\}$, and $r \in\{3,4,5\}$. The sparse noise ratio

[^1]

Fig. 1. Plots of RSE of recovered $\boldsymbol{X}^{*}, \boldsymbol{S}^{*}$ and running time versus varying initialization of rank. (a) RSE- $\mathcal{X}$ versus different ranks; (b) RSE- $\mathcal{S}$ versus different ranks; (c) Running time versus different ranks.


Fig. 2. Visual performance of the proposed FTTNN compared with related BRTF, SNN, tSVD and TTNN (best seen in larger resolution on monitor).
is selected in a candidate set: $\mathrm{NR} \in\{5 \%, 10 \%\}$. The given rank is set to $R_{1}=R_{4}=\operatorname{round}(1.2 r)$ and $R_{2}=R_{3}=$ round $\left(1.2 r^{2}\right)$. For each fixed setting, we repeat the experiment 10 times and report their average. Table $\square$ shows the results of FTTNN and TTNN on synthetic tensor data. As can be seen, FTTNN provides lower RSE on both low-rank $\mathcal{X}$ and sparse $\mathcal{S}$ components compared with TTNN in most cases. Moreover, FTTNN is at least 2 times faster than TTNN when $d=30$ and at least 4 times faster than TTNN when $d=40$.
2) Robustness of the Given Rank: In this part, we investigate robustness of the given rank for FTTNN. Similar with the above simulation, we set $d \in\{30,40\}, r \in\{3,4\}$ and let the sparse noise ratio $\mathrm{NR} \in\{5 \%, 10 \%\}$. The given rank of the proposed model is set to $R_{1}=R_{4}=\operatorname{round}(q r)$ and $R_{2}=R_{3}=\operatorname{round}\left(q r^{2}\right)$ with $q \in\{0.7,0.8, \cdots, 1.5\}$. In Fig. 1. we plot its average RSE and running time versus different given ranks. It can be observed that the proposed FTTNN achieves stable recovery performance versus different given ranks if $q \geq 1$, which verifies the correctness of Theorem 2 Additionally, running time of the proposed FTTNN grows slowly as the given rank increases.

## B. Robust Recovery of Noisy Light Field Images

In this part, we conduct robust noisy light field image recovery experiment on four light field benchmark images $\int^{2}$ namely, "greek","medieval2","pillows" and "vinyl". The dimensions of each image is down sampled to $128 \times 128 \times 3 \times 81$. The given rank of the proposed model is set to [ $80,80,3,10$ ] and the weight $\alpha$ is set to $[0.1,0.8,0.1]$. For each image, we randomly select $20 \%$ entries with their values being randomly

[^2]TABLE II
Average Recovery Results of Compared Models on Four Benchmark Images

| Models | greek | medieval2 | pillows | vinyl | Avg. time |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Noisy | 0.2753 | 0.5175 | 0.3364 | 0.5854 | - |
| BRTF | 0.0934 | 0.1666 | 0.0941 | 0.1965 | 112.75 |
| SNN | 0.0733 | 0.0859 | 0.0535 | 0.0852 | 930.04 |
| tSVD | 0.0516 | 0.0497 | 0.0383 | 0.0524 | 71.67 |
| TTNN | 0.0447 | 0.0403 | 0.0310 | 0.0333 | 104.68 |
| FTTNN (ours) | $\mathbf{0 . 0 3 5 4}$ | $\mathbf{0 . 0 3 4 8}$ | $\mathbf{0 . 0 2 0 7}$ | $\mathbf{0 . 0 2 8 6}$ | $\mathbf{5 3 . 1 3}$ |



Fig. 3. Plots of average RSE and running time of compared models under different NR. (a) RSE versus NR; (b) running time versus NR.
distributed in [0, 255]. Fig. 2 depicts the 50th recovered image, i.e., $\boldsymbol{y}(:,:,:, 50)$. From Fig. 2 , we can observe that the results obtained by the proposed FTTNN are superior to the compared models, especially for the recovery of local details. Table II shows the recovered RSE and average running time on four benchmark images. Compared with the state-of-the-art models, the proposed FTTNN achieves both minimum RSE and average running time in all light field images, which indicates its efficiency.

## C. Robust Recovery of Noisy Video Sequences

In this part, we investigate the robust recovery performance of the compared models on five YUV video sequences $\square^{3}$ namely, "akiyo","bridge","grandma", "hall" and "news". We select the first 100 frames of videos. Thus, the video data are the fourth-order tensors of size $144 \times 176 \times 3 \times 100$. The given rank and weight are set to the same as the above section. For each video, we set the noise ratio $\mathrm{NR} \in\{10 \%, \cdots, 40 \%\}$. Fig. 3 shows the average RSE of five videos versus different NR. The proposed FTTNN obtains the lowest average RSE on five videos compared with state-of-the-art models. Additionally, our model is the fastest models, and is at least two times faster than TTNN. Since SNN, TTNN and tSVD have to compute SVD or tSVD on the original large-scale video data, they run slower.

## V. Conclusion

In this letter, an efficient TRPCA model is proposed based on low-rank TT. By investigating the relationship between Tucker decomposition and TT decomposition, TTNN of the original big tensor is proved to be equivalent to that of a much smaller tensor under a Tucker compression format, thus reducing the computational cost of SVD operation. Experimental results show that the proposed model outperforms the state-of-the-art models in terms of RSE and running time.
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