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#### Abstract

Reconfigurable intelligent surface (RIS) architectures not limited to diagonal phase shift matrices have recently been considered to increase their flexibility in shaping the wireless channel. One of these beyond-diagonal RIS or BD-RIS architectures leads to a unitary and symmetric RIS matrix. In this letter, we consider the problem of maximizing the signal-to-noise ratio (SNR) in single and multiple antenna links assisted by a BD-RIS. The Max-SNR problem admits a closed-form solution based on the Takagi factorization of a certain complex and symmetric matrix. This allows us to solve the max-SNR problem for SISO, SIMO, and MISO channels.
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## I. Introduction

Reconfigurable intelligent surfaces (RISs) are recently receiving a great deal of attention as an enabling technology to increase spectral and energy efficiency in future wireless communication networks [1]-[6]. The conventional structure of a RIS is a surface composed of passive reconfigurable elements where each element can introduce a phase shift. Therefore, the RIS is usually modeled as a diagonal matrix $\boldsymbol{\Theta}=\operatorname{diag}\left(e^{j \theta_{1}}, \cdots, e^{j \theta_{M}}\right)$. The simple structure of conventional RIS limits its flexibility in modulating the equivalent wireless channel. For this reason, a new architecture called beyond-diagonal RIS (BD-RIS) has recently been proposed in [7], [8]. In the
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BD-RIS architecture, $\Theta$ is a full matrix that, according to network theory, must satisfy the constraints: $\Theta=\boldsymbol{\Theta}^{T}$ (reciprocal) ${ }^{1}$ and $\boldsymbol{\Theta}^{H} \boldsymbol{\Theta} \preceq \mathbf{I}$ (passive). When the RIS impedance network is purely reactive, the RIS matrix must be symmetric $\boldsymbol{\Theta}=\boldsymbol{\Theta}^{T}$, and unitary $\boldsymbol{\Theta}^{H} \boldsymbol{\Theta}=\mathbf{I}$ (passive lossless).
In this work, we first consider a SISO wireless link assisted by a BD-RIS with $M$ elements. We assume that the direct link between the transmitter and the receiver is blocked so that there is a single Tx-RIS-Rx link. This assumption represents a real scenario in which the direct link is significantly weaker than the RIS-aided link [10], [11]. The equivalent channel is

$$
h_{e q}=\mathbf{h}_{R}^{H} \boldsymbol{\Theta} \mathbf{h}_{T}
$$

where $\mathbf{h}_{T} \in \mathbb{C}^{M \times 1}$ is the channel from the transmitter to the RIS, $\mathbf{h}_{R} \in \mathbb{C}^{M \times 1}$ is the channel from the RIS to the receiver and $\Theta$ is the $M \times M$ RIS matrix. We aim at finding the passive lossless BD-RIS matrix $\Theta$ that maximizes the signal-to-noise-ratio (SNR) at the receiver or, equivalently, the received signal power

$$
\begin{array}{r}
\left(\mathcal{P}_{1}\right): \max _{\boldsymbol{\Theta}}\left|\mathbf{h}_{R}^{H} \boldsymbol{\Theta} \mathbf{h}_{T}\right|^{2} \\
\text { s.t. } \boldsymbol{\Theta}^{H} \boldsymbol{\Theta}=\mathbf{I} \\
\boldsymbol{\Theta}=\boldsymbol{\Theta}^{T} \tag{1c}
\end{array}
$$

where the constraint that makes the problem non-trivial is the symmetry constraint $\boldsymbol{\Theta}=\boldsymbol{\Theta}^{T}$. Problem $\mathcal{P}_{1}$ is posed in [7], where the resulting optimization problem is considered to be difficult to solve, hence the authors use a quasi-Newton method to find a solution [8, pp. 1235].

In this letter, we show that $\mathcal{P}_{1}$ has a closed-form solution in the SISO case based on Takagi's factorization [12], [13] - a special case of the singular value decomposition (SVD) for symmetric matrices- of a certain complex symmetric matrix. The solution attains the maximum signal power attained by an unconstrained, unitary but

[^0]not symmetrical, BD-RIS matrix. In addition, we extend our result to systems where either the transmitter or the receiver has multiple antennas. In the multiple-input single-output case (MISO), the scenario is equivalent to a SISO multiple-access channel (MAC) for which the MaxSNR solution also maximizes the sum rate. We conclude the letter with a collection of open problems.

## II. MAX-SNR BD-RIS: THE SISO CASE

Let us begin by reminding the reader of some basic results. We write the full SVD of the outer product channel matrix as $\mathbf{h}_{R} \mathbf{h}_{T}^{H}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{V}^{H}$, where $\boldsymbol{\Lambda}=$ $\operatorname{diag}\left(\lambda_{1}, 0, \ldots, 0\right)$. Then, it is known that the rank-1 unitary matrix $\mathbf{u v}^{H}$, or the full-rank unitary matrix $\mathbf{U V}^{H}$, maximize the output power achieving $P_{\max }=\lambda_{1}^{2}$. Clearly, the difficulty of $\mathcal{P}_{1}$ stems from the symmetry constraint $\boldsymbol{\Theta}=\boldsymbol{\Theta}^{T}$. Its solution is based on Takagi's decomposition of a certain symmetric matrix, so we first review that result.

Theorem 1. Let $\mathbf{A}=\mathbf{A}^{T}$ be an $n \times n$ complex symmetric matrix. Then, there exist an $n \times n$ unitary matrix $\mathbf{Q}$ and an $n \times n$ positive semidefinite diagonal matrix $\boldsymbol{\Sigma}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ such that $\mathbf{A}=\mathbf{Q} \boldsymbol{\Sigma} \mathbf{Q}^{T}$.

This factorization of a complex symmetric matrix is called the Autonne-Takagi factorization, or the Takagi factorization in short, originally proposed by Autonne [14] and Takagi [12] (see also [13, Chapter 4, Corollary 4.4.4]). The columns of $\mathbf{Q}$ are called the Takagi vectors of $\mathbf{A}$ and the diagonal elements of $\boldsymbol{\Sigma}$ are its Takagi values. Notice that the Takagi values of $\mathbf{A}$ coincide with the singular values of $\mathbf{A}$. We have the following result.
Proposition 1. Let $\mathbf{h}_{R} \mathbf{h}_{T}^{H}=\lambda_{1} \mathbf{u}_{R} \mathbf{u}_{T}^{H}$ be the rankone outer product matrix between $\mathbf{h}_{R}=\left\|\mathbf{h}_{R}\right\| \mathbf{u}_{R}$ and $\mathbf{h}_{T}=\left\|\mathbf{h}_{T}\right\| \mathbf{u}_{T}$, where $\lambda_{1}=\left\|\mathbf{h}_{R}\right\|\left\|\mathbf{h}_{T}\right\|$. Form the rank2 symmetric complex matrix $\mathbf{A}=\mathbf{u}_{R} \mathbf{u}_{T}^{H}+\left(\mathbf{u}_{R} \mathbf{u}_{T}^{H}\right)^{T}$, and compute its Takagi's factorization as $\mathbf{A}=\mathbf{Q} \mathbf{\Sigma} \mathbf{Q}^{T}$, where $\mathbf{Q}$ is unitary and $\mathbf{\Sigma}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, 0, \ldots, 0\right)$ are the Takagi values (singular values) of $\mathbf{A}$. Then, the solution of $\mathcal{P}_{1}$ is

$$
\begin{equation*}
\boldsymbol{\Theta}=\mathbf{Q Q}^{T} \tag{2}
\end{equation*}
$$

Furthermore, the maximum signal power achieved by this solution is $P_{\max }=\lambda_{1}^{2}$.
Proof. The fact that $\Theta=\mathbf{Q Q}^{T}$ is unitary and symmetric is trivially checked. Let us define the vectors $\mathbf{g}_{R}=$ $\mathbf{Q}^{H} \mathbf{u}_{R}$ and $\mathbf{g}_{T}=\mathbf{Q}^{T} \mathbf{u}_{T}$. Since $\mathbf{Q}$ is unitary $\left\|\mathbf{g}_{R}\right\|=1$ and $\left\|\mathbf{g}_{T}\right\|=1$. With these definitions the equivalent channel is $\mathbf{h}_{R}^{H} \mathbf{\Theta} \mathbf{h}_{T}=\mathbf{h}_{R}^{H} \mathbf{Q} \mathbf{Q}^{T} \mathbf{h}_{T}=\lambda_{1} \mathbf{g}_{R}^{H} \mathbf{g}_{T}$. We want to prove that $\mathbf{g}_{R}^{H} \mathbf{g}_{T}=1$, which in turn implies that $\mathbf{g}_{T}=\mathbf{g}_{R}$ and that the received signal power is
$P_{\max }=\lambda_{1}^{2}$. To prove that $\mathbf{g}_{R}^{H} \mathbf{g}_{T}=1$ or, equivalently, that $\mathbf{g}_{T}^{H} \mathbf{g}_{R}=1$, notice that

$$
\begin{equation*}
\mathbf{Q}^{H} \mathbf{A} \mathbf{Q}^{*}=\mathbf{g}_{R} \mathbf{g}_{T}^{H}+\left(\mathbf{g}_{R} \mathbf{g}_{T}^{H}\right)^{T}=\boldsymbol{\Sigma} \tag{3}
\end{equation*}
$$

where $\operatorname{tr}(\boldsymbol{\Sigma})=\operatorname{tr}(\mathbf{A})=2$. Taking traces in (3) and applying the circular property of the trace $[15, \mathrm{pp}$. 360] and $\operatorname{tr}\left(\mathbf{g}_{R} \mathbf{g}_{T}^{H}\right)=\operatorname{tr}\left(\left(\mathbf{g}_{R} \mathbf{g}_{T}^{H}\right)^{T}\right)$, we finally get $2 \operatorname{tr}\left(\mathbf{g}_{R} \mathbf{g}_{T}^{H}\right)=2 \operatorname{tr}\left(\mathbf{g}_{T}^{H} \mathbf{g}_{R}\right)=2 \mathbf{g}_{T}^{H} \mathbf{g}_{R}=2$ and, therefore, $\mathbf{g}_{R}^{H} \mathbf{g}_{T}=1$ thus proving the result ${ }^{2}$.

Although we have considered for simplicity of exposition the case in which the direct channel is blocked, the solution can be extended to the case in which the equivalent channel is $h_{e q}=h+\mathbf{h}_{R}^{H} \mathbf{\Theta} \mathbf{h}_{T}$. In this case, after computing Takagi's factorization of $\mathbf{A}=\mathbf{u}_{R} \mathbf{u}_{T}^{H}+$ $\left(\mathbf{u}_{R} \mathbf{u}_{T}^{H}\right)^{T}=\mathbf{Q} \boldsymbol{\Sigma} \mathbf{Q}^{T}$, the solution for the BD-RIS that maximizes the SNR is $\boldsymbol{\Theta}=e^{j \angle h} \mathbf{Q Q}^{T}$, where $\angle h$ is the phase of the direct link. The resulting channel gain is $\left|h_{e q}\right|=|h|+\left|\mathbf{h}_{R}^{H} \mathbf{Q} \mathbf{Q}^{T} \mathbf{h}_{T}\right|=|h|+\lambda_{1}$.

Remark 1. The Max-SNR BD-RIS solution is not unique for the SISO case unless the number of BD-RIS elements is $M=2$. To show this, note that $\mathbf{A}=$ $\left(\mathbf{h}_{R} \mathbf{h}_{T}^{H}+\left(\mathbf{h}_{R} \mathbf{h}_{T}^{H}\right)^{T}\right)=\mathbf{Q} \boldsymbol{\Sigma} \mathbf{Q}^{T}$ is a rank-2 matrix. Now, partition the unitary matrix $\mathbf{Q}$ into signal and noise subspaces as $\mathbf{Q}=\left[\mathbf{Q}_{\text {signal }} \mid \mathbf{Q}_{\text {noise }}\right]$, where $\mathbf{Q}_{\text {signal }}$ contains the first 2 columns of $\mathbf{Q}$, and $\mathbf{Q}_{\text {noise }}$ contains the remaining $M-2$ columns. Then, we may generate $a$ new basis for the noise subspace as $\mathbf{Q}_{\text {noise }}^{\prime}=\mathbf{Q}_{\text {noise }} \mathbf{T}$, where $\mathbf{T}$ is an $(M-2) \times(M-2)$ unitary matrix. The new matrix $\mathbf{Q}^{\prime}=\left[\mathbf{Q}_{\text {signal }} \mid \mathbf{Q}_{\text {noise }}^{\prime}\right]$ defines a new unitary and symmetric BD-RIS matrix $\mathbf{\Theta}^{\prime}=\mathbf{Q}^{\prime} \mathbf{Q}^{\prime T}$ that provides the maximum output power $P_{\max }=\lambda_{1}^{2}$. When $M=2$ there is no noise subspace so the solution is unique up to a complex scaling of the form $e^{j \theta}$.

Remark 2. Takagi's factorization algorithms [16], [17] exploit the fact that the matrix is symmetric to improve computational efficiency. However, it is possible to obtain the factorization through a standard SVD of $\mathbf{A}=$ $\mathbf{u}_{R} \mathbf{u}_{T}^{H}+\left(\mathbf{u}_{R} \mathbf{u}_{T}^{H}\right)^{T}=\mathbf{F K G}{ }^{H}$, and then apply the following steps: i) compute $\mathbf{t}=\operatorname{diag}\left(\mathbf{F}^{H} \mathbf{G}^{*}\right)$; ii) compute $\phi=\frac{\angle \mathrm{t}}{2}$, where $\angle \mathbf{t}$ extracts componentwise the angles of the entries of $\mathbf{t}$; iii) calculate $\mathbf{F}^{\prime}=\mathbf{F} \operatorname{diag}\left(e^{j \phi}\right)^{3}$. With these steps, Takagi's factorization is $\mathbf{A}=\mathbf{F}^{\prime} \mathbf{K F}^{\prime T}$, and the BD-RIS matrix is $\Theta=\mathbf{F}^{\prime} \mathbf{F}^{\prime T}$.

Remark 3. While reviewing this work, the solution proposed for the same scenario in [18] came to our attention.

[^1]The work in [18] is, however, based on a different factorization of the BD-RIS matrix: $\mathbf{\Theta}=\mathbf{V D V}^{T}$, where $\mathbf{V}$ is a real orthogonal matrix and $\mathbf{D}=\operatorname{diag}\left(e^{\phi_{1}}, \ldots, e^{\phi_{1}}\right)$. It is interesting to note that the factorizations $\boldsymbol{\Theta}=\mathbf{V D V}^{T}$, with $\mathbf{V}$ real and orthogonal and $\mathbf{D}$ complex diagonal with unit modulus elements, and $\boldsymbol{\Theta}=\mathbf{Q Q}^{T}$, with $\mathbf{Q}$ unitary complex, are equivalent. Using the factorization $\Theta=\mathbf{V D V}^{T}$ the authors in [18] derive closed-form expressions for the vectors of the matrix $\mathbf{V}$ considering separately the cases $M=2, M=3$, and $M \geq 4$. In contrast, our solution based on Takagi's factorization can be obtained through an SVD for any M. We believe that Takagi factorization is a natural fit to the problem which provides a simple and easily accessible solution.

## A. Group-connected BD-RIS

In $\mathcal{P}_{1}$, it is considered that all ports of the RIS elements are connected to each other, therefore defining a fullyconnected BD-RIS architecture, which may complicate the required circuitry. A good trade-off between complexity and performance is provided by the group-connected BD-RIS, in which the $\Theta$ matrix is block-diagonal with unitary and symmetric blocks [7], [8]. If we divide the $M$ BD-RIS elements into $G$ groups of $M_{G}=M / G$ elements each, the resulting Max-SNR optimization problem is

$$
\begin{gather*}
\left(\mathcal{P}_{2}\right): \max _{\boldsymbol{\Theta}_{1}, \ldots, \boldsymbol{\Theta}_{G}}\left|\sum_{g=1}^{G} \mathbf{h}_{R, g}^{H} \boldsymbol{\Theta}_{g} \mathbf{h}_{T, g}\right|^{2}  \tag{4}\\
\text { s.t. } \boldsymbol{\Theta}_{g}^{H} \boldsymbol{\Theta}_{g}=\mathbf{I}_{G}, \forall g \\
\boldsymbol{\Theta}_{g}=\boldsymbol{\Theta}_{g}^{T}, \forall g .
\end{gather*}
$$

Performing Takagi's decomposition of the $M_{G} \times M_{G}$ matrices $\mathbf{u}_{R, g} \mathbf{u}_{T, g}^{H}+\left(\mathbf{u}_{R, g} \mathbf{u}_{T, g}^{H}\right)^{T}=\mathbf{Q}_{g} \boldsymbol{\Sigma}_{g} \mathbf{Q}_{g}^{T}$, we get $\mathbf{\Theta}_{g}=\mathbf{Q}_{g} \mathbf{Q}_{g}^{T}$ as solution that maximizes $\left|\mathbf{h}_{R, g}^{H} \mathbf{\Theta}_{g} \mathbf{h}_{T, g}\right|^{2}$. From the proof of Proposition 1, we know that $\mathbf{h}_{R, g}^{H} \mathbf{Q}_{g} \mathbf{Q}_{g}^{T} \mathbf{h}_{T, g}$ is a positive real value. This means that the $G$ terms within the summation of (4) add up coherently and, therefore, they are the optimal solution of $\mathcal{P}_{2}$. In summary, problem (4) decouples into $G$ independent subproblems, each of which can be solved by performing Takagi's decomposition of the $M_{G} \times M_{G}$ matrices $\mathbf{u}_{R, g} \mathbf{u}_{T, g}^{H}+\left(\mathbf{u}_{R, g} \mathbf{u}_{T, g}^{H}\right)^{T}, g=1, \ldots, G$.

## III. Extensions

## A. MISO and SIMO channels

An optimal closed-form solution for the Max-SNR BDRIS optimization problem can also be obtained when either the transmitter or the receiver is equipped with multiple antennas. Let us take the multiple-input singleoutput (MISO) case as an example. The single-input multiple-output (SIMO) case is solved analogously. In
the MISO case, $\mathbf{H}_{T}$ is an $M \times N_{T}$ MIMO channel (we assume that $N_{T} \leq M$ ), and $\mathbf{h}_{R}$ is an $M \times 1$ MISO channel from the RIS to the single-antenna receiver. We assume that the direct link is blocked so we are interested in solving

$$
\begin{align*}
\left(\mathcal{P}_{3}\right): & \max _{\Theta}\left\|\mathbf{h}_{R}^{H} \boldsymbol{\Theta} \mathbf{H}_{T}\right\|^{2}  \tag{5}\\
& \text { s.t. (1b) and (1c). }
\end{align*}
$$

Notice that $\mathbf{h}_{e q}=\mathbf{h}_{R}^{H} \boldsymbol{\Theta} \mathbf{H}_{T}=\left[h_{e q}(1), \ldots, h_{e q}\left(N_{T}\right)\right]$ is now the equivalent $1 \times N_{T}$ MISO channel, whose entries are the equivalent SISO channels $h_{e q}(i)=$ $\mathbf{h}_{R}^{H} \mathbf{\Theta} \mathbf{H}_{T}(:, i), i=1, \ldots N_{T}$, where $\mathbf{H}_{T}(:, i)$ is the channel from the $i$ th Tx antenna to the RIS.

Corollary 1. The optimal symmetric and unitary BD-RIS matrix that maximizes $\left\|\mathbf{h}_{R}^{H} \mathbf{\Theta} \mathbf{H}_{T}\right\|^{2}$ is $\mathbf{\Theta}=\mathbf{Q} \mathbf{Q}^{T}$, where $\mathbf{Q}$ is a unitary matrix obtained from Takagi's factorization of

$$
\begin{equation*}
\mathbf{A}=\mathbf{u}_{R} \mathbf{u}_{T, 1}^{H}+\left(\mathbf{u}_{R} \mathbf{u}_{T, 1}^{H}\right)^{T}=\mathbf{Q} \boldsymbol{\Sigma} \mathbf{Q}^{T} \tag{6}
\end{equation*}
$$

where $\mathbf{u}_{R}=\frac{\mathbf{h}_{R}}{\left\|\mathbf{h}_{R}\right\|}$ and $\mathbf{u}_{T, 1}$ is the largest left singular vector of $\mathbf{H}_{T}=\mathbf{U}_{T} \boldsymbol{\Lambda}_{T} \mathbf{V}_{T}^{H}=\sum_{i=1}^{N_{T}} \lambda_{T, i} \mathbf{u}_{T, i} \mathbf{v}_{T, i}^{H}$.

The proof follows from the fact that, as pointed out in [19], the maximum of $\left\|\mathbf{h}_{R}^{H} \mathbf{\Theta} \mathbf{H}_{T}\right\|^{2}$ is achieved when $\left|\mathbf{u}_{R}^{H} \boldsymbol{\Theta} \mathbf{u}_{T, 1}\right|^{2}$ is maximized. Then we simply have to apply the result of Proposition 1 to a SISO system with channels $\mathbf{u}_{R}$ and $\mathbf{u}_{T, 1}$.

Remark 4. Once the optimal BD-RIS has been obtained, the equivalent channel $\mathbf{h}_{e q}=\mathbf{h}_{R}^{H} \Theta \mathbf{H}_{T}$ is known and the transmitter can apply, for example, the maximum ratio transmission (MRT) beamformer $\mathbf{w}_{T}=\mathbf{h}_{\text {eq }}^{H} /\left\|\mathbf{h}_{\text {eq }}\right\|$. With this solution, $\left\|\mathbf{h}_{e q}\right\|^{2}$ attains its maximum value $P_{\max }=\lambda_{T, 1}^{2}\left\|\mathbf{h}_{R}\right\|^{2}$, thus solving the Max-SNR joint Txbeamforming BD-RIS optimization problem.

## B. Sum-rate maximization in the $K$-user SISO MAC

Let us consider a $K$-user SISO Gaussian MAC in which the direct channels are blocked so that communication is only possible through the RIS. We can form the $M \times K$ matrix $\mathbf{H}_{T}=\left[\sqrt{P_{1}} \mathbf{h}_{1}, \ldots, \sqrt{P_{K}} \mathbf{h}_{K}\right]$ whose $k$ th column represents the channel between the $k$ th user and the RIS scaled by the square root of transmitted power. The sum rate is [20]

$$
\begin{aligned}
\sum_{k=1}^{K} R_{k} & =\log \left(1+\frac{\sum_{k=1}^{K} P_{k}\left|\mathbf{h}_{R}^{H} \boldsymbol{\Theta} \mathbf{h}_{k}\right|^{2}}{\sigma^{2}}\right) \\
& =\log \left(1+\frac{\left\|\mathbf{h}_{R}^{H} \boldsymbol{\Theta} \mathbf{H}_{T}\right\|^{2}}{\sigma^{2}}\right)
\end{aligned}
$$

Therefore, finding the BD-RIS that maximizes the sum rate in the $K$-user SISO MAC is equivalent to problem $\mathcal{P}_{3}$ in (5).

## IV. Simulation Results

In this section, we evaluate the performance of the Max-SNR BD-RIS solution in two different scenarios: a SISO link and a multiple access channel (MAC). The coordinates $(x, y, z)$ in meters of the Rx are $(50,0,2)$, the RIS is located at $(40,0,5)$, and the Tx (or the singleantenna users in the MAC) is (are) randomly deployed in a circle in the $(x, y)$ plane with a radius of 10 m centered at $(0,0)$ and at a height $z=2$. We average the result of 100 Monte Carlo simulations. The large-scale path loss in dB is given by $P L=-30-10 \beta \log _{10} d$, where $d$ is the link distance in meters, and $\beta=3,75$ is the path-loss exponent. The direct links are blocked and the Tx-RIS and RIS-Rx links are assumed to be uncorrelated Rayleigh channels. For additional details, we refer the reader to [21], [22].

## A. SNR gain in SISO systems with BD-RIS

In the first experiment, we evaluate the SNR gain of the BD-RIS using the proposed Max-SNR design for different group sizes with respect to the diagonal RIS that uses optimal phases $\theta_{m}=-\arg \left(\mathbf{h}_{T}(m) \mathbf{h}_{R}(m)^{*}\right), \forall m$. The SNR gain is calculated as

$$
\text { SNR Gain }=20 \log _{10} \frac{\left|\mathbf{h}_{R}^{H} \boldsymbol{\Theta}_{B D-R I S} \mathbf{h}_{T}\right|}{\left|\mathbf{h}_{R}^{H} \boldsymbol{\Theta}_{R I S} \mathbf{h}_{T}\right|}
$$

The results are shown in Fig. 1 for the fully-connected BD-RIS and for the group-connected BD-RIS with group sizes $M_{G}=2,4$, and 8 . The gain in the fully-connected case increases rapidly with the number of RIS elements approaching a value close to 2 dB of gain. Using a group size of $M_{G}=4$, a gain of about 1.4 dB is achieved, thus providing this value of the group size a good compromise between performance and complexity. For Rician fading channels, the gain between the BD-RIS and the diagonal RIS decreases with increasing Rician K-factor. For pure line-of-sight (LoS) channels, all RIS architectures provide the same SNR. These results are in agreement with the theoretical analysis in [8], where it is shown that for Rayleigh channels when $M \rightarrow \infty$, the power gain of a fully-connected BD-RIS over a diagonal RIS converges to $10 \log _{10}\left(16 / \pi^{2}\right) \approx 2.1 \mathrm{~dB}$ (cf. Eq. (62) in [8]).

## B. Maximizing the sum rate in the SISO MAC

In the second example, we evaluate the sum rate for a 2-user SISO MAC assisted by a BD-RIS. We consider a noise power spectrum density of $-174 \mathrm{dBm} / \mathrm{Hz}$, a system bandwidth of 2 MHz , and a transmit power of $\mathrm{P}=20 \mathrm{dBm}$ for the 2 users in the uplink. Fig. 2 shows the sum rate for the optimal BD-RIS vs. the number of RIS elements $M$. We include in the plot the sum rate achieved by a conventional (diagonal) RIS with optimized phases [23][26] and with random phases.


Fig. 1: SNR gain in dBs of a BD-RIS compared to a diagonal RIS in a SISO channel with blocked direct link.


Fig. 2: Sum rate vs. $M$ for a 2 -user SISO MAC with a fully connected BD-RIS, a diagonal RIS with optimized phases, and a diagonal RIS with random phases.

## V. Conclusion

The Takagi factorization of a certain complex symmetric matrix allows us to solve the problem of maximizing the SNR in SISO and multi-antenna links assisted by a beyond-diagonal RIS. Some open problems along this line are extensions to the multiple-input multipleoutput (MIMO) case, as well as to muti-antenna scenarios (SIMO, MISO, and MIMO) in which the direct channels are not blocked. It would also be interesting to consider the optimization of other metrics in networks assisted by a BD-RIS, such as the capacity in point-to-point MIMO links, the weighted sum rate in the MAC, or the interference leakage in interference channels [27].
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[^0]:    ${ }^{1}$ The constraint $\boldsymbol{\Theta}=\boldsymbol{\Theta}^{T}$ assumes a reciprocal passive network for which the power losses are the same between any pair of ports regardless of the direction of propagation. Passive RISs that do not satisfy the reciprocity property and, therefore, do not lead to symmetric matrices, have also been proposed in [9], [8].
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    ${ }^{3}$ With some abuse of notation, $\operatorname{diag}(\mathbf{M})$ when $\mathbf{M}$ is a matrix denotes a vector with the diagonal components of $\mathbf{M}$, whereas $\operatorname{diag}(\mathbf{m})$ when $\mathbf{m}$ is a vector denotes a diagonal matrix. We believe there is no confusion possible.

