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Abstract—Reconfigurable intelligent surface (RIS) archi-
tectures not limited to diagonal phase shift matrices have
recently been considered to increase their flexibility in shap-
ing the wireless channel. One of these beyond-diagonal RIS
or BD-RIS architectures leads to a unitary and symmetric
RIS matrix. In this letter, we consider the problem of
maximizing the signal-to-noise ratio (SNR) in single and
multiple antenna links assisted by a BD-RIS. The Max-SNR
problem admits a closed-form solution based on the Takagi
factorization of a certain complex and symmetric matrix.
This allows us to solve the max-SNR problem for SISO,
SIMO, and MISO channels.

Index Terms—Reconfigurable intelligent surface, Takagi
factorization, optimization, multiple antennas, multiple ac-
cess channel.

I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs) are recently
receiving a great deal of attention as an enabling technol-
ogy to increase spectral and energy efficiency in future
wireless communication networks [1]-[6]. The conven-
tional structure of a RIS is a surface composed of passive
reconfigurable elements where each element can intro-
duce a phase shift. Therefore, the RIS is usually modeled
as a diagonal matrix ® = diag (e, ei%). The
simple structure of conventional RIS limits its flexibility
in modulating the equivalent wireless channel. For this
reason, a new architecture called beyond-diagonal RIS
(BD-RIS) has recently been proposed in [7], [8]. In the
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BD-RIS architecture, ® is a full matrix that, according
to network theory, must satisfy the constraints: @ = @7
(reciprocal)! and ®7® =< T (passive). When the RIS
impedance network is purely reactive, the RIS matrix
must be symmetric ® = @7, and unitary @70 =1
(passive lossless).

In this work, we first consider a SISO wireless link
assisted by a BD-RIS with M elements. We assume that
the direct link between the transmitter and the receiver
is blocked so that there is a single Tx-RIS-Rx link. This
assumption represents a real scenario in which the direct
link is significantly weaker than the RIS-aided link [10],
[11]. The equivalent channel is

heq = i ®hr,

where hy € CM*1 is the channel from the transmitter
to the RIS, hp € CM*! ig the channel from the RIS
to the receiver and © is the M x M RIS matrix. We
aim at finding the passive lossless BD-RIS matrix © that
maximizes the signal-to-noise-ratio (SNR) at the receiver
or, equivalently, the received signal power

(Py) : max h @hy|? (la)

(1b)
(Io)

where the constraint that makes the problem non-trivial
is the symmetry constraint ® = 7. Problem P; is
posed in [7], where the resulting optimization problem is
considered to be difficult to solve, hence the authors use
a quasi-Newton method to find a solution [8, pp. 1235].

In this letter, we show that P; has a closed-form solu-
tion in the SISO case based on Takagi’s factorization [12],
[13] — a special case of the singular value decomposition
(SVD) for symmetric matrices— of a certain complex
symmetric matrix. The solution attains the maximum
signal power attained by an unconstrained, unitary but

st. 070 =1,
e =07,

IThe constraint ® = ®7 assumes a reciprocal passive network for
which the power losses are the same between any pair of ports regardless
of the direction of propagation. Passive RISs that do not satisfy the
reciprocity property and, therefore, do not lead to symmetric matrices,
have also been proposed in [9], [8].
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not symmetrical, BD-RIS matrix. In addition, we extend
our result to systems where either the transmitter or
the receiver has multiple antennas. In the multiple-input
single-output case (MISO), the scenario is equivalent to a
SISO multiple-access channel (MAC) for which the Max-
SNR solution also maximizes the sum rate. We conclude
the letter with a collection of open problems.

II. MAX-SNR BD-RIS: THE SISO CASE

Let us begin by reminding the reader of some basic
results. We write the full SVD of the outer product
channel matrix as th¥ = UAVH where A =
diag(A1,0,...,0). Then, it is known that the rank-1
unitary matrix uv’’, or the full-rank unitary matrix
UVH  maximize the output power achieving Py,q, = A?.
Clearly, the difficulty of P; stems from the symmetry
constraint ® = O, Its solution is based on Takagi’s
decomposition of a certain symmetric matrix, so we first
review that result.

Theorem 1. Let A = AT be an n x n complex
symmetric matrix. Then, there exist an m X n unitary

matrix Q and an n X n positive semidefinite diagonal
matrix ¥ = diag(o1,...,0,) such that A = QEQT.

This factorization of a complex symmetric matrix is
called the Autonne-Takagi factorization, or the Takagi
factorization in short, originally proposed by Autonne
[14] and Takagi [12] (see also [13, Chapter 4, Corollary
4.4.4]). The columns of Q are called the Takagi vectors of
A and the diagonal elements of X are its Takagi values.
Notice that the Takagi values of A coincide with the
singular values of A. We have the following result.

Proposition 1. Let hph! = \jugu¥ be the rank-
one outer product matrix between hgr = ||hg|lur and
hy = ||hr||ur, where Ay = |hg||||br|. Form the rank-
2 symmetric complex matrix A = uguf +(ugui)?, and
compute its Takagi’s factorization as A = QXQT, where
Q is unitary and ¥ = diag(o1,02,0,...,0) are the
Takagi values (singular values) of A. Then, the solution
of Py is

® = QQ”.

Furthermore, the maximum signal power achieved by this
solution is Py = A3

2)

Proof. The fact that ® = QQT is unitary and symmetric
is trivially checked. Let us define the vectors grp =
QMug and gr = QTur. Since Q is unitary ||ggr| = 1
and ||gr|| = 1. With these definitions the equivalent
channel is hZ®hy = hZQQThr = \gllgr. We
want to prove that gg gr = 1, which in turn implies
that gr = gpr and that the received signal power is

Pro: = )\% To prove that gg gr = 1 or, equivalently,
that gl gp = 1, notice that

Q"AQ" =grgl + (gref)" =%, 3)

where tr(¥) = tr(A) = 2. Taking traces in (3)
and applying the circular property of the trace [15, pp.
360] and tr(grgl) = tr((grgi)T), we finally get
2tr(grgdl) = 2tr(glgr) = 2gt gr = 2 and, therefore,
gg gr = 1 thus proving the result’. O

Although we have considered for simplicity of expo-
sition the case in which the direct channel is blocked,
the solution can be extended to the case in which the
equivalent channel is h., = h + hZ®hr. In this case,
after computing Takagi’s factorization of A = u Ru%' +
(upuf)T = QEQ7, the solution for the BD-RIS that
maximizes the SNR is © = e7“*QQ7, where £ is the
phase of the direct link. The resulting channel gain is
|heq| = |h‘ + |thQThT| = |h| + A1

Remark 1. The Max-SNR BD-RIS solution is not unique
for the SISO case unless the number of BD-RIS el-
ements is M = 2. To show this, note that A =
(hgh# + (hphi)T) = QXQT is a rank-2 matrix.
Now, partition the unitary matrix Q into signal and
noise subspaces as Q = [Qsignal|Qnoise]r where Qsignal
contains the first 2 columns of Q, and Qpise contains
the remaining M — 2 columns. Then, we may generate a
new basis for the noise subspace as Q,,;.c = QnoiseT,
where T is an (M — 2) x (M — 2) unitary matrix. The
new matrix Q" = [Qsignat|Qypisc) defines a new unitary
and symmetric BD-RIS matrix ®' = Q'Q'T that provides
the maximum output power Po,,. = )\%. When M = 2
there is no noise subspace so the solution is unique up to
a complex scaling of the form e7°.

Remark 2. Takagi’s factorization algorithms [16], [17]
exploit the fact that the matrix is symmetric to improve
computational efficiency. However, it is possible to ob-
tain the factorization through a standard SVD of A =
upul + (upu)T = FKGH, and then apply the fol-
lowing steps: i) compute t = diag(F¥G*); ii) compute
b= %, where /t extracts componentwise the angles of
the entries of t; iii) calculate F' = F diag(e’?)3. With
these steps, Takagi’s factorization is A = F'KF'T, and
the BD-RIS matrix is © = F'F'T.

Remark 3. While reviewing this work, the solution pro-
posed for the same scenario in [18] came to our attention.

2The authors thank Alessio Zappone for interesting discussions on
the proof.

3With some abuse of notation, diag(IM) when M is a matrix denotes
a vector with the diagonal components of M, whereas diag(m) when
m is a vector denotes a diagonal matrix. We believe there is no
confusion possible.
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The work in [18] is, however, based on a different factor-
ization of the BD-RIS matrix: © = VDVT, where V is a
real orthogonal matrix and D = diag (e¢1 sy e¢1). It is
interesting to note that the factorizations ® = VDVT,
with 'V real and orthogonal and D complex diagonal
with unit modulus elements, and ® = QQT, with Q
unitary complex, are equivalent. Using the factorization
® = VDVT7 the authors in [18] derive closed-form
expressions for the vectors of the matrix V considering
separately the cases M = 2, M = 3, and M > 4. In
contrast, our solution based on Takagi’s factorization can
be obtained through an SVD for any M. We believe that
Takagi factorization is a natural fit to the problem which
provides a simple and easily accessible solution.

A. Group-connected BD-RIS

In P4, it is considered that all ports of the RIS elements
are connected to each other, therefore defining a fully-
connected BD-RIS architecture, which may complicate
the required circuitry. A good trade-off between complex-
ity and performance is provided by the group-connected
BD-RIS, in which the ® matrix is block-diagonal with
unitary and symmetric blocks [7], [8]. If we divide the M
BD-RIS elements into G groups of Mg = M /G elements
each, the resulting Max-SNR optimization problem is
2

G
. H
(Pa) - o1 O ;hR’geghT,g 4)
s.t. @f@g =1, Vg
0, = @);F7 Vg.

Performing Takagi’s decomposition of the Mg x Mg
matrices uR’gujf{g + (uR,gurﬁg)T = QQEQQ;{, we get
0, = Q,Q as solution that maximizes |hg’g®ghT’g‘2.
From the proof of Proposition 1, we know that
hggQgQgThTy is a positive real value. This means
that the G terms within the summation of (4) add up
coherently and, therefore, they are the optimal solution
of Ps. In summary, problem (4) decouples into G inde-
pendent subproblems, each of which can be solved by
performing Takagi’s decomposition of the Mg x Mg
matrices uR7gu¥79 + (uR,gu%g)T, g=1,...,G.

III. EXTENSIONS
A. MISO and SIMO channels

An optimal closed-form solution for the Max-SNR BD-
RIS optimization problem can also be obtained when
either the transmitter or the receiver is equipped with
multiple antennas. Let us take the multiple-input single-
output (MISO) case as an example. The single-input
multiple-output (SIMO) case is solved analogously. In

the MISO case, Hy is an M x Np MIMO channel (we
assume that Ny < M), and hg is an M x 1 MISO
channel from the RIS to the single-antenna receiver. We
assume that the direct link is blocked so we are interested
in solving

(Ps) : max [h; ©Hr|” 5)
s.t. (1b) and (1c).

Notice that h., = hE@H7 = [h.y(1), ..., heq(Nr)]
is now the equivalent 1 x Np MISO channel, whose
entries are the equivalent SISO channels h.,(i) =
h#®H (i), i = 1,...Np, where Hp(:,4) is the
channel from the ith Tx antenna to the RIS.

Corollary 1. The optimal symmetric and unitary BD-RIS
matrix that maximizes |hE ©OHr|? is © = QQT, where
Q is a unitary matrix obtained from Takagi’s factorization
of

A =ugup, + (upur,)” =QEQT,  (6)

where up = ﬁ and ury is the largest left singular
vector of Hy = UpArVE = ZiV:Tl )\T,iuT,iVTI:{i'

The proof follows from the fact that, as pointed out
in [19], the maximum of ||hZ ®@Hr||? is achieved when
lul ®ur |? is maximized. Then we simply have to apply
the result of Proposition 1 to a SISO system with channels
ug and urp ;.

Remark 4. Once the optimal BD-RIS has been obtained,
the equivalent channel h., = hEOHy is known and
the transmitter can apply, for example, the maximum
ratio transmission (MRT) beamformer wp = hll /||hey.
With this solution, ||he,||* attains its maximum value
Prraz = Mo ||hg||% thus solving the Max-SNR joint Tx-
beamforming BD-RIS optimization problem.

B. Sum-rate maximization in the K-user SISO MAC

Let us consider a K-user SISO Gaussian MAC in
which the direct channels are blocked so that communi-
cation is only possible through the RIS. We can form the
M x K matrix Hr = [v/Prhy,...,/Pxhg] whose kth
column represents the channel between the kth user and
the RIS scaled by the square root of transmitted power.
The sum rate is [20]

K K H 2
> Pilhp ©h
E Ry = log <1+ k=1 P 4 )

k=1 a?
|hf ©H7 |

Therefore, finding the BD-RIS that maximizes the sum
rate in the K-user SISO MAC is equivalent to problem
Ps in (5).
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IV. SIMULATION RESULTS

In this section, we evaluate the performance of the
Max-SNR BD-RIS solution in two different scenarios:
a SISO link and a multiple access channel (MAC). The
coordinates (z,y, z) in meters of the Rx are (50,0,2),
the RIS is located at (40, 0,5), and the Tx (or the single-
antenna users in the MAC) is (are) randomly deployed in
a circle in the (z,y) plane with a radius of 10 m centered
at (0,0) and at a height z = 2. We average the result of
100 Monte Carlo simulations. The large-scale path loss
in dB is given by PL = —30 — 103 log,, d, where d is
the link distance in meters, and 8 = 3, 75 is the path-loss
exponent. The direct links are blocked and the Tx-RIS and
RIS-Rx links are assumed to be uncorrelated Rayleigh
channels. For additional details, we refer the reader to
[21], [22].

A. SNR gain in SISO systems with BD-RIS

In the first experiment, we evaluate the SNR gain of the
BD-RIS using the proposed Max-SNR design for different
group sizes with respect to the diagonal RIS that uses
optimal phases 6,, = —arg(hr(m)hgr(m)*), Ym. The
SNR gain is calculated as

W2 ®pp_rrshr|
|hfl@rrshr|

The results are shown in Fig. 1 for the fully-connected
BD-RIS and for the group-connected BD-RIS with group
sizes Mg = 2, 4, and 8. The gain in the fully-connected
case increases rapidly with the number of RIS elements
approaching a value close to 2 dB of gain. Using a group
size of Mg = 4, a gain of about 1.4 dB is achieved, thus
providing this value of the group size a good compromise
between performance and complexity. For Rician fading
channels, the gain between the BD-RIS and the diagonal
RIS decreases with increasing Rician K-factor. For pure
line-of-sight (LoS) channels, all RIS architectures provide
the same SNR. These results are in agreement with the
theoretical analysis in [8], where it is shown that for
Rayleigh channels when M — oo, the power gain of
a fully-connected BD-RIS over a diagonal RIS converges
to 10log,((16/72) ~ 2.1 dB (cf. Eq. (62) in [8]).

B. Maximizing the sum rate in the SISO MAC

In the second example, we evaluate the sum rate for a
2-user SISO MAC assisted by a BD-RIS. We consider a
noise power spectrum density of —174 dBm/Hz, a system
bandwidth of 2 MHz, and a transmit power of P =20 dBm
for the 2 users in the uplink. Fig. 2 shows the sum rate
for the optimal BD-RIS vs. the number of RIS elements
M. We include in the plot the sum rate achieved by a
conventional (diagonal) RIS with optimized phases [23]—
[26] and with random phases.
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Fig. 1: SNR gain in dBs of a BD-RIS compared to a diagonal
RIS in a SISO channel with blocked direct link.
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Fig. 2: Sum rate vs. M for a 2-user SISO MAC with a fully
connected BD-RIS, a diagonal RIS with optimized phases, and
a diagonal RIS with random phases.

V. CONCLUSION

The Takagi factorization of a certain complex symmet-
ric matrix allows us to solve the problem of maximiz-
ing the SNR in SISO and multi-antenna links assisted
by a beyond-diagonal RIS. Some open problems along
this line are extensions to the multiple-input multiple-
output (MIMO) case, as well as to muti-antenna scenarios
(SIMO, MISO, and MIMO) in which the direct channels
are not blocked. It would also be interesting to consider
the optimization of other metrics in networks assisted
by a BD-RIS, such as the capacity in point-to-point
MIMO links, the weighted sum rate in the MAC, or the
interference leakage in interference channels [27].
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