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Abstract—In this letter, we investigate the tradedf between achievable simultaneously and may sometimes even conflict
energy diiciency (EE) and spectral éiciency (SE) in device-to- with each other[[8]. Therefore, it is an urgent task to study

device (D2D) communications underlaying cellular networls with
uplink channel reuse. The resource allocation problem is maeled

as a noncooperative game, in which each user equipment (UE)

is self-interested and wants to maximize its own EE. Given th
SE requirement and maximum transmission power constraints
a distributed energy-dficient resource allocation algorithm is
proposed by exploiting the properties of the nonlinear frat¢ional
programming. The relationships between the EE and SE tradef
of the proposed algorithm and system parameters are analyze
and verified through computer simulations.

Index Terms—EE and SE tradedf, D2D communication, non-
cooperative game, nonlinear fractional programming.

|. INTRODUCTION

EVICE-TO-DEVICE (D2D) communications underlay-
ing cellular networks bring numerous benefits including
the proximity gain, the reuse gain, and the hop gain [1]. Ho
ever, the introduction of D2D communications into ceIIuIaB
networks poses many new challenges in the resource atlmca?
design due to the co-channel interference caused by spectr

reuse and limited battery life of user equipments (UES).

A large number of works have been done in how to optimi
the spectral ficiency (SE) through resource allocation in a

interference-limited environment (se€ [2]-[4] and refees
therein). However, most of the previous studies ignore
energy consumption of UEs. In practical implementationsU
are typically handheld devices with limited battery lifedazan
quickly run out of battery if the energy consumption is iger
in the system design.

A limited amount of works have considered the enerfjiy e
ciency (EE) optimization problem (s€€ [5[-[7], and refeares

therein). Unfortunately, optimum EE and SE are not always
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the

the EE and SE tradéibin D2D communications underlaying
cellular networks, which has not been well investigated and
analyzed.

In this letter, firstly, we model the resource allocation
problem as a noncooperative game, and propose a novel
distributed energy{&cient resource allocation algorithm to
maximize each UE’'s EE subject to the SE requirement and
transmission power constraints. Then, we study the EE and SE
tradedr of the proposed algorithm, and analyze and verify the
relationships between the tradkand system parameters (such
as transmission power, channel gain, etc.) through compute
simulations.

Il. SystEm MobDEL

In this paper, we consider the uplink scenario of a single

ellular network. Each cellular UE is allocated with an odh

nal link, and D2D pairs reuse the same channels allocated
0 cellular UEs in order to improve the SE. The set of UEs
i denoted asS = {N,K}, where N and K denote the sets

of D2D UEs and cellular UEs respectively. The total number

45t D2D links and cellular links are denoted & and K
rPespectively.

The distributed resource allocation problem is modeled as
noncooperative game. The strategy sets of ittte D2D

L%ansmitter and other D2D transmittersAf\{i} are denoted as

p? andp?. respectively. The strategy sets of tkeh cellular
UE and other cellular UEs ifk'\{k} are denoted agy; andp®,
respectively. For the-th D2D pair, its EEUi‘fEE (bitsHz/J)
depends not only om)id, but also on the strategies taken by
other UEs inS\{i}, i.e., pﬂi,pﬁ, pS,, Which is defined as
'dSE
Ufee (P, P, PR P = dl'
i,total
ZK |O 1+ p:(‘/:(
_ o % PG+ 2k i P +No 1)
ZL(zl %p:( + 2pcir |

whereU{; is the SE (bit&/Hz), andpf,, is the total power
consumption (W)p¥, p§, andpk are the transmission power of
thei-th D2D transmitter, th&-th cellular UE, and thg-th D2D
transmitter in thek-th channel respectively!‘ is the channel
gain of thei-th D2D pair,g'éi is the interference channel gain
between thek-th cellular UE and the-th D2D receiver, and
g'ii is the interference channel gain between fhih D2D
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transmitter and theth D2D receiverpkgk; and TL, |, gl Proof: The proof of Theorem 1 is given in Appendid A.
denote the interference from the cellular UE and the othdy D2 |
pairs that reuse thk-th channel respectivelfNy is the noise  Theorem 1 shows that the transformed problem with an
power. pﬁtotaj is composed of the transmission power over atibjective function in subtractive form is equivalent to then-

of theK channels, i'e'zllf:l%p:(’ and the circuit power of both convex problem in fractional form, i.e., they lead to the sam
the D2D transmitter and receiver, i.epg. The circuit power optimum solutionpid*. Similarly, let g and py* denote the

of any UE is assumed as the same and denoteplas; is maximum EE and best response of téh cellular UE, we

the power amplifier (PA) ficiency, i.e., O<n < 1. have
Similarly, the EE of thek-th cellular UEUy ¢ is defined Theorem 2: The maximum EEjY" is achieved if and only if

as max. Uy se (P — O Picrora (P = Yicse (P — i Phioral (P =
0.

UI((:,EE(pid’ p(ii, pﬁ, psk)

Kk
Ukse log, (1 + m) ) B. The Iterative Optimization Algorithm
B Pk total - %p'g + Peir ) The proposed algorithm is summarized in Algorithhmis

the iteration indexLmay is the maximum number of iterations,
where g§ is the channel gain between theth cellular UE  and A is the maximum tolerance.may is set to 10 to ensure
and the base station (BS{, is the interference channelihat the algorithm converges fiigiently although simulation
gain between theth D2D transmitter and the BS in theth  results in SectioRV show that the algorithm is able to cogeer
channel. ;% plgf. denotes the interference from all of then only 5 iterations. This setting will not increase the camp
D2D pairs to the BS in thé&-th channel.p;, ., is composed tation complexity significantly because the loop will tenie
of the transmission powefpf and the circuit power only at once the algorithm convergesfaiently close to the optimum

the transmitter side, i.epcir- EE, i.e., when the conditio (p¢) — op? (P < A is
The EE maximization problem for theth D2D pair is satisfied. ' ’
formulated as At each iteration, for any giveqid or ¢, the correspond-

3) ing resource allocation strategies are obtained by solving

d d ~d LC C
max. Uiee(Pr P, P P the following equivalent transformed optimization prabke

st Cl:Ufse = Ry (4)  respectively:
K
C2:0< > pk < pe (5) max. Ufse(p!) - o plloa (O)
k=1 s.t. C1,C2 (10)
The corresponding EE maximization problem for théh
cellular UE is formulated as max. USse(PE) — AEPS ora (PE)
max.  Ugge(df, 2. pg. ) (6) s.t. C3,C4. (11)
st C3: UIS,SE 2 Rﬁm“, () Taking thei-th D2D pair as an example, the Lagrangian
C4:0<pf< Pl max- (8) associated with the problei{10) is given by

The constraints C1 and C3 specify the minimum SE require-  Leg(pS, a1, 81) = U%e (%) — ¢ Py (%)
ments. C2 and C4 are the non-negative constraints on the ’ ’

K
power allocation variables. +a (USSE(pid) - Rfmm) s [Z pk — pldmax] (12)
k=1
IIl. DisTRIBUTED ENERGY-EFFICIENT RESOURCE ALLOCATION  wherea, B are the Lagrange multipliers associated with the
A. The Objective Function Transformation constraints C1 and C2 respectively. Since the problem E0) i

The objective functions defined ifil](3) andl (6) are noﬂn a standard concave form withftérentiable objective and
convex, but can be transformed into concave functions &gnstramt functions, the Karush-Kuhn-Tucker (KKT) condi

using the nonlinear fractional programming developed Jn [9t|ons_ are used to find the optimum solutions and the duality
We define the maximum EE of thigh D2D pair ag*, which 92P iS zero (see page 244 in [10]). Another way to prove that
is given by ! the strong duality holds is to prove that the Slater’s coodit

is satisfied. Defindo(pf) = U sz () +0f pfoa (P, f(PY) =

uUd.(p®) RO —Ud(pd dy — _ yK ok dy = vK gk_pnd
de _ d (nd nd 0 ey —bSEPi tmin— YUise (P, f2(p7) = = X B 13(P7) = 2t P — P e
o = max. Uilge (i’ P P P pd o (PF) ©) then the EE maximization problém can be written as.
where p®* is the best response of thigh D2D transmitter min.  fo(pf) (13)
given the other UES’ strategiqﬁi, Pg: P, The following s.t. f1(pid) <0 (14)

theorem can be proved: d
Theorem 1: The maximum EEqid* is achieved if and only if f2(pr) < 0 (15)

d
max.Ulse (pf) = Pl (PF) = Ufse () =0 Pl (P7) = O fo(pi) <0 (16)
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Let us definerelint D as the relative interior of the feasible ~Similarly, for any givengy, the optimum solution ok-th
domain, andD = mﬁhldom(fm). We note thatfy, and f; are cellular UE is given by
convex functions, and, and f; are dfine functions. Ifrelint N Bk 4 N
D is not empty, there always exists pfi€ relint O such that o = n(1+6)log,e  Xizy Pigic + No (24)
fl(pid) < 0, which satisfies the Slater’'s condition and ensures ¢ q + 16k gk ’
that the strong duality holds. On the other handielint D \yheres, g, are the Lagrange multipliers associated with the
is empty, the (_)ptlmlza_mor_l problem is either |nfe§13|ble ash .onstraints C3 and C4 respectively.
only one solution, which is not the interest of this paper.
Alternatively, we can replacg’ ; by R . +lim; o £ (£ > , ,
0) in the constraint C1 so that’sc (pf) > R+ lime o &. C. Complexity Analysis
This always ensures that ' ' The proposed iterative optimization algorithm is based on
4 ) ) the nonlinear fractional programming developed_in [9]. Tthe
fi = Rlin = Ufse(Pf) < R = Riin = fl'_fgﬁ = ‘f“_,”(}f <0 erative algorithm solves the convex problem[cil (10) [of @t1)

' ‘ (17) each iteration. The iterative algorithm produces an irgireg
sequence oﬁid (or g;) values which are proved to converge
to the optimum EEqid* at a superlinear convergence ratel[13].
Taking thei-th D2D pair as an example, in each iteration,
ﬁ]ﬂ]) is solved by using the Lagrange dual decomposition. The
tV:‘:’l?gorithmic complexity of this method is dominated by the

calculations given by[{20), which leads to a total compiexit
min . max. Lee(p%, i f) (18) O(IffduajlfloopK) whenK is large, wherd?,  is the required

(@ 20,520) (pd) number of iterations required for reaching convergenes, i.

lidua < Lmax, and|d is the required number of iterations

. i.loop
for solving the dual problem.

This modification of C2 will not fect the stability of the
algorithm since the proposed iterative optimization aikion
converges to the optimum EE, which is proved in Theorem

The equivalent dual problem can be decomposed into
subproblems, which is given by

Taking the first-order derivatives of (12) with regardp,b we

have In particular, the dual probleri (IL8) is decomposed into two
6£EE(pid,ai,,8i) 0Kk subproblems: the inner maximization problem solves the the
3Dik ph=pk Ok=1---.K (19) power allocation problem to find the best strategy and the
) ) o outer minimization problem solves the master dual problem t
For any givengf, the optimum solution is given by find the corresponding Lagrange multipliers. In the innexma
a1 a)loge ok, + S0 B+ No + |r(:1|zatc:on problem, a total olfi‘:’du?]Iﬂ?OpK(N+33 rea(lj additions,
P = 5 - " . (20)  1igualiloop K (N + 5) real multiplications, andi’y ., 17,,,K real
q +mpbi 9i comparisons are required. In the outer minimization pnoisle

. o d d . d
where K* = maxO0,x}. Equation [ZD) indicates a water- total of 17 1ij, (K + 3) real additions, Baua!oop r€Q

filing algorithm for transmission power allocation, andeth multiplications, and B, , 17|, real comparisons are quired.

interference from the other UEs decreases the water level.In conclusion, a total oﬂfduallﬁloop(KN + 4K + 3) real ad-

For solving the minimization problem, the Lagrange multiditions, Iﬁduallfloop(KN + 5K + 2) real multiplications, and
pliers can be updated by using the gradient method [11], [12}, 14 (K+2) real comparisons are quired for thth D2D
The gradient ofy; andg; are given by pair.

aLEE(p'd, al,ﬂl) d d

—&Ili = Ulse(pf) = Riins D. Distributed Implementation

3£EE(pid,ai,,3i) K . g In the formulated EE maximization problem, the best re-

6—ﬂ- == Z P~ Pimax |- (21) sponse of théth D2D transmittepid depends on the strategies
' k=1 of all other UEs, i.e.pﬂi, Py P, In order to obtain this knowl-

Then,q;, B are updated by using the gradient method as edge, each UE has to broadcast its transmission strategy to
dsad + other UEs. However, we observe that théisient information
ai(t+1) = [a’i(T) _“W(T)(Ui,SE(pi ) - Rid,min)] ’ (22)  of p‘ji,pﬁ, p%l( are contained in the form of interference, i.e.,
Ko * p'ég_'é’i andX i, i p'j(g'ii. In this way, each D2D pair has only to
Bilr+1) = |Bi(2) + pip() | D B = Pl || (23)  estimate the interference on all available channels taite
k=1 the power optimization rather than knowing the specifictstra
where r > 0 is the iteration indexu;.(7),uig(r) are the gies of other UEs. For thk-th cellular UE, the BS estimates
positive step sizes which are taken in the direction of thhe interference from D2D pairs on tketh channel and then
negative gradient for the dual variables at iteratioihe step feeds back this information to the cellular UE. If UEs update
sizes should be chosen to strike a balance between opgimatliteir strategies sequentially, player strategies willngurally
and convergence speed. Since the Lagrange multiplier updainverge to a Nash equilibrium, which is proved to exist in
ing techniques are beyond the scope of this paper, interestégeorem 3. The D2D peer discovery techniques and the design
readers may refer td_[11]/ T12] and references therein fof strategy updating mechanism are out of the scope of this
details. paper and will be discussed in future works.
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Algorithm 1 Iterative Resource Allocation Algorithm

1: 000,08 « 0, Lmax < 10,n < 1, A « 1073
2: for n=1 to Lyax dO

Corollary 1: EE can be increased by a maximum of
AEE = qi - Ui‘fEE(pid) by either trading &f SE with ASE =
Ulse(pf) — Ulse(p®) if and only if pf > pi \/pl* e p,

3. if D2D link then or by S|multaneously mcreasmg SE Wit\EE = U SE(pI ) —
4: solvg CEDg for a glverqd and obtainp? |,SE(p| if and only if pk < p, vpl* e p-.
5 if Ulse(P) - qf b 0o (P < A, then Proof: Corollary 1 can be easily proved by Lemma 1
4 Use(p™) since thatU,dEE decreases ag increases whep! > pI , and
6: p.*=p.,andq-*—7 d ki
[ [ i d (pd) both U and UI . increases agk increases whepk < p.
7: break Pioa P u
8: else The EE and SE tradés depend on the specific channel re-
q USSE(fJid) alization in each simulation and a large number of simutetio
o T e andn=n+1 are required to obtain the average result. In order to fatsli
10: end if total X1 analysis and get some insights, we consider a special catse th
11:  else all the signal channels have the same power gaiand all
12: solve [11) for a givers® and obtainp® the interference channels have the same power gaifhé
13: if US e (BY) — GEPE oy (BS) < A, then network coupling factor is defined as= g/g [14]. Assuming
’ e e (P that N can be ignored comparing to the mterferent:léSE
14: Pg = Pe, andgy’ = ————= andU.. are given by
Ptota (PK)
15: break ] pk
16: else R U'se ~ Klog, (1+ —— ), (25)
R (< hSE 22T Pkl + (N = 2)ph
17: K=oy’ andn=n+1 .SE
k total \Fk -
18: end if o UidEE ~ |SE(1 (N-DI(27x -1)) .
19:  end if Kpki (2 .,K 1)+ 2pam(1— (N - 1)1 (22 .SE )
20: end for
(26)
Similarly, U¢ o andU% are given by
IV. ENERGY EFFICIENCY AND SPECTRAL EFFICIENCY TRADEOFF
| _ . _ Utee ~ logy (1+ P& ), (27)
For thei-th D2D pair, by analyzing the EE and SE relation- kSE ™ Npkl
ships, we have the following properties. U o
Lemma 1. The SE, UIdSE, increases monotonically g3 Ukee = : (28)

increases, while the EEUY.., increases firstly and then P11 (2se = 1)+ Parn
decreases agf increasesU{; is quasiconcave. Corollary 2: For any givenpf and pf, both U and
Proof: The proof of Lemma 1 is given in AppendiX B. UI ce decrease monotonically dsincreases. For any finite
B and positivel, Ud e increases firstly and then decreases as
Lemma 2: The transformed objective function in subtractlveudSE increases. UIEE — 0 if and only if UISE — 0 or
form is a concave function. Use — Klogy (1 + -

Proof: The proof of Lemma 2 is given in AppendiX C. ™ Proof: The proof of Corollary 2 is given in AppendixIH.
u [
Lemma 3: ma)ip) Ulse(Pf) — o o (PT) is monotonically CoroIIary 3. For any givenpf and pf, both UZ.. and
decreasing aq increases. kEE decrease monotonically &sncreases. For any finite and
Proof: The proof of Lemma 3 is given in AppendiX D.positivel, UkEE increases firstly and then decreasesU@gE
B increasesU¢_. — 0 if and only if UkSE — 0 orUgq

k.EE
Lemma 4: For any feasiblep?, maXa u? (I Similar conclusions hold for cellular links but are omitted
A Pigra (P) = 0.

here due to space limitation.
Proof: The proof of Lemma 4 is given in AppendiX E.
u V. SmmuLATION RESULTS
Theorem 3: A Nash equilibrium exists and the optimum |n this section, the EE and SE tradkds investigated
strategy set(p®™,p* | i € N,k € K} obtained by using through computer simulations. There are a totalNof= 5
Algorithm [ is the Nash equilibrium. D2D links andK = 3 cellular links. For each simulation,
Proof: The proof of Theorem 3 is given in Appendix F.the locations of cellular UEs and D2D UEs are generated
B randomly within a cell with a radius of 500 m. The maximum
Theorem 4: The proposed iterative optimization algorithnD2D transmission distance is 25 m. The values of simulation
converges to the optimum EE. parameters and channel gains are inspired by[[2], [[4], [&]. F
Proof: The proof of Theorem 4 is given in AppendiX G[I shows the locations of D2D UEs and cellular UEs generated
H in one simulation. The maximum distance between any two

— 00,
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Fig. 1. The locations of D2D UEs and cellular UEs generatecbrie Fig. 2. The normalized average energfiaency of D2D links corresponding
simulation (N = 5, K = 3, the cell radius is 500 m, and maximum D2Dto the number of game iterationdl = 5, K = 3, pidmax = Py rax = 200 mW,

distance is 25 m ). RS in = 0.1 bit/s/Hz, Rf’,mm =1 bit/s/Hz, 1000 simulations).

D2D UEs that form a D2D pair is 25 m. The channel gain . . .
between the transmittérand the receivelj is calculated as ?:(;)r\ll\ét:gﬁntt t(h;g) mﬁﬁ;{;}”g a;::i'f:g?lle oEbI\E/i(I)Sus“ri]rllttehde %‘%{ﬂaﬁx S
dijjz|hi’j|? [lZﬂ., (5], [15], Whef\re(-ji’j s .the distance between -theregime If the ,circuit povxf)er consu?/nptiopc- is taken i?nto
transmitteri and the receivey, h;j is the complex Gaussian o . il ;
channel cofficient that satisfies; ~ CA'(0, 1). consideration, as proved in Lemma 1, the IEE,EE, mcre(?ses
Fig. & shows the normalized average EE of D2D linkirSty and then decreases gincreases. Since the SHi,
corresponding to the number of game iterations. We Compérpgreasesdmon_otomcally aﬂlk increases, we can prove that
the proposed EE maximization algorithm (labeled as “energi® EE, Ufge, increases firstly and then decreasesUds.

efficient”) with the SE maximization algorithm (labeled adncreases, which is in agreement with Fig. 3. It is clear that
“spectral-gficient” ), and the random power allocation a/the EE gain achieved by decreas!ng the transmission power
gorithm (labeled as “random”). In the spectrdligient al- below the power for optimum EE is not able to compensate
gorithm, each UE is self-interested and wants to maximi3@" the EE loss caused by the circuit power and SE loss.
its own SE rather than EE, and the power consumption isFig. 4 shows the tradébbetween EE and SE for D2D
completely ignored in the optimization process. The resade  links in the special case discussed in Secfioh V. Cellular
averaged through a total number of 1000 simulations and nblEs are assumed to transmit witlf = Pemax = 200 mW.
malized by the maximum value. The normalized average Er each SE, the corresponding EE is obtained [by (26).
of the proposed energyffeient algorithm converge to.429, Simulation results show that the maximum achievable SE
while the random algorithm converge td@4 and the spectral- and EE decrease monotonically kéncreases, which agrees
efficient algorithm converge t0.064. It is clear that the pro- With Corollary 2. In Fig.[4, it is impossible to achieve the
posed energyiEcient algorithm significantly outperforms thecorresponding EE for some&’.c. The reason is that we
spectral-iicient algorithm and the random algorithm in term§onsider the special case introduced in Section IV that all
of EE in an interference-limited environment. The speetraihe signal channels have the same power gairand all
efficient algorithm has the worst EE performance among tHee interference channels have the same power gaim ~
three because power consumption is completely ignorecein #is special case, the channel gains are fixed and no longer
optimization process. The random algorithm fluctuatesmdoudepend on the transmission distance. Wher- —15 dB,
the equilibrium since that the transmission power strategy P& = Pfmax = 200 MW, N = 5,K = 3,p , = 200 mW, the
randomly selected. maximum achievabldaJi"‘SE calculated by[(Z5) is only.8182
Fig. @ shows the EE and SE tradisofor D2D links bits's’/Hz. Therefore, the solution is infeasible WhUﬁSE >9
corresponding tcpi‘fmax = 00,200 mW respectively. For eachbitssHz. Both Fig.[3 and Fig.]4 demonstrate that increasing
D2D link, the SE requirement is increased from 0 to 1Bansmission power beyond the power for optimum EE brings
bitysHz with a step of 1, and the corresponding EE ilittle SE improvement but significant EE loss. However, in
obtained by Algorithm 1. The average EE WfD2D links is the case offt = ~10dB, the EE loss is not so obvious since
averaged again over a total number of 500 simulations. Ayt the maximum achievable EE is severely limited by the
any specified SE requirement (@ U’ < 16 bitgyHz), interference.
there is always a possibility to satisfy the SE requirementFig. [3 shows the EE and SE tradisofor cellular links
if the signal channel gain is large enough compared to tkherresponding topi‘fmax = 00,200 mW respectively. The SE
interference channel gain. One simple example is that-therequirement is increased from 0 to 10 fgtslz with a step
th D2D transmitter and receiver are close to each other mft0.5, and the corresponding EE is obtained by Algorithm 1.
far from the other interference sources. Simulation resulfhe average EE oK cellular links is averaged again over a



LONG VERSION OF IEEE WIRELESS COMMUNICATIONS LETTERS, VOIX, NO. X, JANUARY 2014 6

40 T 8

S d o _ o C -
Pi max™* Py max=®
35

L
~
T

—s—p% =200 mw : : —%—pC =200 mW ]
i,max k,max

301 q

=)
T
I

&
T
L

201 q

15 q

w
T
I

10 q

Average Energy Efficiency (bits/Hz/J)

Average Energy Efficiency (bits/Hz/J)
) IS
T T
; ;

o
T
L
-
T
L

i i i i i i i i i i i
0 2 4 6 8 10 12 14 16 0 2 4 6
Spectral Efficiency (bits/s/Hz) Spectral Efficiency (bits/s/Hz)

10

Fig. 3. The energy féiciency and spectralfigciency tradeff for D2D links Fig. 5. The energy fciency and spectralfiéciency tradefi for cellular
corresponding tf| . = co, 200 mW, N = 5K =3,No = 10" W, pf . = links corresponding t@f, ., = e, 200 mW, N = 5,K = 3, No = 107" W,

200 mW, 7, = 0.35, peir = 100 mW). pd . =200 MW,y = 0.35, pgir = 100 mW).
18 T T T T
20 —6— |=-20dB
T —_ 4
—6— 1=-20dB 16 :Z: ::jigg
—B- |=-15dB —
A == 14 7
sl A— - 1=-10dB|| -
D
. I 12f : : ]
2 2
3 2
I 20f : : 1 < SG-ol
z > 10 o SE 7
=) 5 ’ ~
S / o
g £ 8 ] N 1
& 151 ] w , jal
S o P g 3
] - N 5 6r VAR A 4
3 / " s @ / - o e ~A
g 1or 5 BN : 1 W i
w 7 N /7
o
4 A- A 2k Z 4
5r - A R 4
o i i i i i
d 0 1 2 3 4 5 6
oa i i i i i i Spectral Efficiency (bits/s/Hz)
0 2 4 6 8 10 12 14

Spectral Efficiency (bits/s/Hz)

Fig. 6. The energy féciency and spectralfiéciency tradef for cellular
Fig. 4. The energy fiiciency and spectralfiéciency tradeff for D2D links Illnllils_cgr[(es_pgnd!jng o thcree the(r)f(()erer\llse |SVOE|335 —29, :1f6610vt\3|/|3, o=
corresponding to three interference levels —20,-15-10 dB, =1, N = © N = > =5 Bimay = Pmax = M, = 0.59, Pair = mW).
5K=3pl =pS =200 mW,y =035, pg = 100 mW).

VI. CoNcLUSION

. . _ In this paper, we proposed a distributed enerfiicient
total number of 500 simulations. Compared with fig. 3, th@.soyrce allocation algorithm for D2D communications by

maximum EE is much lower due to the low signal channel gaiy |iting the properties of nonlinear fractional programg.
caused by longer transmission distance in cellular links. {ye have analyzed and verified the EE and SE tréidafathe
addition, the maximum achievable EE is significantly ”rditeproposed algorithm through computer simulations. Sinfrat
bY P}, I low and high SE regimes also due to the 10ngag,its demonstrate that increasing transmission poverioe
transmission distance. the power for optimum EE brings little SE improvement but
Fig. [ shows the tradébbetween EE and SE for cellularSignificant EE loss. Therefore, the proposed enef§yient
links in the special case discussed in Secfioh IV. D2D Ugadgorithm can bring significant EE improvement subject to

- g
are assumed to transmit witf = % = 220 mw. For each litle SE loss.
SE, the corresponding EE is obtained hy](28). Simulation

results show that the maximum achievable SE and EE decrease
monotonically ad increases, which agrees with Corollary 3.

Compared with FiglJ4, both of the maximum EE and SE are

limited due to that a cellular link can only use one channel, The proof of the Theorem 1 is similar to the proof of the
while a D2D pair use¥X channels. Theorem (page 494 iri][9]). Firstly, we prove the necessity

APPENDIX A
Proor oF THE THEOREM 1
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proof. For any feasible strategy sreﬁ Vi e N, we have Wh(;CI(’jl is thde sum ofK concave functions. The second part
oo oD g 3 PinalPl) i gen by
pgtotal (pi") pgtotal (0f) g § § K1 .
By rearranging[{29), we obtain —0i Prioa (P7) = =G (Z Epi + chir]» (36)
rf(p™) - of *pgtotal(pi ) =0, (30) -

ot - g®p (pd) <0 (31) which is the sum oK affine functions. Since the sum of a
A i Fitotal W /= = concave function and anffme function is also concave, this
Hence, the maximum value of (p?) — g™ p, ,,(p) is 0, and  completes the proof of Lemma 2.
can only be achieved hyf‘* which is obtained by solving the
EE maximization problem defined ial(3). This completes the
necessity proof. Appenpix D
Now we turn to the sfliciency proof. Assume thg is the ProoF oF THE LEMMA 3

optimum solution which satisfies that i , , ,
P Defineq®™ < g, and defing™ andp®’ as the correspond-

rf(pf) — o ot (P < 1B - o P (B) = 0. (32)  ing optimum solutions respectively. We have

By rearranging[(32), we have . . . .
mE‘XUSSE(pid) - pStotal(p? = Ulse(p{™) - of pStotal(pi )

o e rd(pd) )
i T =0 2 d dy (33) d ! ds ~d d+’ d M +« d o
Piioa (B Plioa (PY) > Uise(P™) = 07 P (P ) > Uise(P) = O Prorar (PF)
Hence ¢ is also the solution of the EE maximization problem= maxUfse(pf) — o pfora (PF)- (37)
defined in [B), i.e.p? = p*. This completes the Siciency P
proof.
APrPENDIX E
Appenpix B ProoF oF THE LEMMA 4
Proor oF THE LEMma 1
It is easily verified that' e — oflog; € >0 Define an feasible solutiopd such thatgd = Vise®D) e
- 6pik p'égéﬁzg\il_jﬂ plj(glii"'NO"' p:(%k ’ ! ! pid.lolal (pld)’
Hence,U% increases monotonically withX. have
' . Ul .
The denominator of—£€ is a positive value, so we only d d d d d d (ad d.d (ad
apk ’ maxUy; D) —-arps 7)) > U D —-a P 5 =0.

have to consider the numerator, which is defined as (09 e (P) = AP (PF) 2 Uise(PD) = 67 Piion (P)

(ol g( iy 7 P+ 2pair) log, @ (38)

Pk + X0l PG+ No + plgl
1 & pgk APPENDIX F
- =) log,|1+ 17 (34) PROOF OF THE THEOREM 3
2 22 e Dy it e

According to [16], a Nash equilibrium exists if the utility
a1 i} function is continuous and quasiconcave, and the set déstra
that ok < 0, thus we havef(eo) < f(pf) < f(0). As gies is a nonempty compact convex subset of a Euclidean
Iimpik_>oo f(p}< = %Iogze — o < 0, and Iinhk_}0 f(pr = space. Taking the EE objecti_on function defined_[[h (1) as an
example, the numerathfSE is a concave function op¥,

Vie N,ke K. The denominatopﬁtotaj is an dfine function of

Take the first-order derivative of(pf), it can be verified

24¥peir log, e IUlee
= > 0, we have—=-
p‘ég'é,iJrZ';“:l,jﬂ p';g‘iiJrNO dp}‘
d

> 0 when p¢ < pl,

and atﬁjib?E < 0 whenpf > pl*. Thus, we prove thatl%.  pf. ThereforeUfEE‘ is(chuasi(l:(oncave (Erotl)(lem 4d.7 in[10]). The
increases firstly and then decreaseplagncreases. set of the strategiep] = {p{ | 0 < X1 P < P K € K,

Since the numerator and denominator [of (1) are concae € N, is @ nonempty compact convex subset of the Eu-
function and &ne function ofpr respectively,UfEE is quasi- clidean spac®X. Similarly, it is easily proved that the above

concave (Problem 4.7 in [10]). conditions also hold for the cellular UE. Therefore, a Nash
equilibrium exists in the noncooperaive game.
ArpENDIX C If the strategy sep™ obtained by using Algorithril1 is not
PrOOF OF THE LEMMA 2 the Nash equilibrium, theth D2D transmitter can choose the

Taking U%:(p) — a?pd. (P as an example, which is Nash equilibriump? (p¢ # p) to obtain the maximum EF.
the transformed objective function in subtractive formreer However, by Theorem nid* can only be achieved by choosing
sponding to thé-th D2D pair. The first partd’sc(p) can be p®. Then, we must havp{ = p®, which contradicts with the
rewritten as assumption. Therefor@{" is part of the Nash equilibrium. A

K k ok similar proof holds forp®. It is proved that the sepd*, p*
Pi'gi k i P
USSE(pid) = Z log, |1+ X —
k=1

, (35) i € N,k € K} obtained by using Algorithil1 is the Nash
K N kK ,
cdei + Li-1j# Pigji + No equilibrium.
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AppenpIxX G
ProoF oF THE THEOREM 4

[5

—

Firstly, we prove that the EE for theth D2D pair qI
increases in each iteration. We denote tlpﬁ(n) as the
optimum resource allocation policies in theh iteration, and
g™ as the optimum EE. We denote thgf(n) andg’(n+ 1) as
the EE in then-th iteration andrf+ 1)-th iteration respectively,
and we assume thaf(n) # g, andgd(n+1) # . g*(n+ 1)
is updated in then-th iteration in the proposed Algorithm 1
Ufse (pF(n)

(6]

(7]

(8]

asQn1 = TR We have
max Uf'se (pf(n) - o (M) pfoea (P () ©l
() [10]

= U'se (B(M) — 6'(n) g (B (M)

[11]
=gl(n+ 1)pi,tota|(pi () - a’(n) pi,tota](pid(n))

A Th 1L 3 4

= Pl B O+ 1) - gf) ST o
pﬁtotal(p?(n))>0 d d

= gr(n+1)>q'(n) (39) [13]

Secondly, by combiningf(n + 1) > qd(n), Lemma 3, and
Lemma 4, we can prove that

maxy;’ se(0) - af(n) p, tota (PY)

(p) [15]
maxUfse(pf) = o (n + 1)pf o (PY)
P

rpg)in,SE(p?) — 0" Pl (Pf)

[14]

\%

[16]

\%

= Ulse(0) = o plloa (P) = O (40)

Therefore,qd(n) is increased in each iteration and will even-
tually approacheq* as long asLax is large enough, and
max, 9 Uy SE(pd) qI p; tota](pd) will approach zero and satisfy

the optimality conditions proved in Theorem 1.

AppPENDIX H
Proor oF THE COROLLARY 2
. aus kpk1
Since == = - pllog; e 0, and 2 'EE =
) (pk+(N-1)pt )12+ pll
knp; log, e
- ' < 0, both UISE and UIEE de-

((p‘éJr(N*l)p:()'Z*p:(')(kp:(Jrchir'])
creases monotonically abk increases. The second part is
proved by setting the numerator §f {26) to 0 and solving the
correspondindJ{sc.
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