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Abstract—Uplink rate-splitting multiple access (RSMA) re-
quires optimization of decoding order and power allocation, while
decoding order is a discrete variable, and it is very complex to
find the optimal decoding order if the number of users is large
enough. This letter proposes a low-complexity user pairing-based
resource allocation algorithm with the objective of minimizing
the maximum latency. Closed-form expressions for power and
bandwidth allocation for a given latency are first derived. Then
a bisection method is used to determine the minimum latency
and optimal resource allocation. Finally, the proposed algorithm
is compared with unpaired RSMA using an exhaustive method
to obtain the optimal decoding order, unpaired RSMA using
a suboptimal decoding order, paired non-orthogonal multiple
access (NOMA) and unpaired NOMA. The results show that our
proposed algorithm outperforms NOMA and achieves similar
performance to unpaired RSMA. In addition, the complexity of
the proposed algorithm is significantly reduced.

Index Terms—rate-splitting multiple access (RSMA), decoding
order, user pairing, resource allocation, 6G Wireless Networks.

I. INTRODUCTION

6G takes the upper bound of wireless access capacity to

a new level, and it expects ubiquitous connectivity, which

is overwhelming for existing systems. An excellent multiple

access scheme can effectively solve the above problems, and

rate-splitting multiple access (RSMA) is a promising multiple

access scheme.

For downlink RSMA transmission, taking 1-layer rate split-

ting as an example, all users’ messages are split into a common

part and a private part. The common parts are then combined

and coded into a common stream, while the private parts

are coded into separate private streams for each user. The

common stream and private streams are superimposed at the
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transmitter side. Using a shared codebook, each user can

decode the common stream first, treating the private streams

as noise. Then, the user can subtract the common stream from

the received signal using successive interference cancellation

(SIC) and finally decode their private stream by treating the

other private streams as noise [1]. While downlink RSMA

is a well-researched topic, the uplink has not been explored

extensively. Uplink RSMA does not distinguish the common

and private streams. Instead, the user’s information is split

into two parts and encoded independently, as if the user is

divided into two virtual users. The base station (BS) then uses

SIC technology to decode all user information in a specific

decoding order [2].

In existing works on uplink RSMA, the authors in [3]

studied the performance of two-user uplink RSMA in terms

of outage probability and achievable sum rate. In [4], fixed

rate splitting (FRS) and cognitive rate splitting (CRS) for

two-user uplink are studied to improve user fairness and

outage performance, and a closed-form expression for the

outage probability is given. The authors in [5] investigated re-

configurable intelligent surface (RIS)-assisted two-user uplink

RSMA, and optimized the transmit power and beamforming

to maximize the achievable rate. The research [6] also derived

a closed-form expression for the outage probability of two-

user uplink RSMA and used it to derive the expression

for user throughput. Cooperative non-orthogonal multiple ac-

cess (C-NOMA) and cooperative RSMA (C-RSMA) for two-

user uplink were proposed in [7], with consideration of the

proportional fairness coefficient. The aforementioned studies

were conducted with two-user uplink RSMA. However, the

complexity of obtaining the optimal decoding order for the

uplink RSMA increases exponentially as the user number

rises. The authors in [8] proposed a suboptimal decoding order

based on channel gain and message splitting ratio. Meanwhile,

[9] adopted an exhaustive search method to find the optimal

decoding order. Despite these efforts, there remains a need for

an effective approach to obtain the optimal decoding order.

While many studies focus on metrics such as user fairness,

sum rate, or outage probability, there are some automatic

control situations where latency is a critical parameter. One

example is vehicle platooning, where the lead vehicle must

wait for movement status updates from all platooning ve-

hicles before making control decisions. This highlights the

importance of minimizing latency for all users. In addition,

the achievable latency and complexity of existing algorithms

should be further reduced. In summary, our main contributions

are as follows:

http://arxiv.org/abs/2308.04003v2
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• Unlike existing works, we propose an advanced uplink

RSMA technique that considers each user’s packet length

and minimizes the maximum latency for all users. This

enables fast and efficient control decisions in automated

control scenarios.

• The complexity of obtaining the optimal decoding or-

der in the formulated optimization problem increases

exponentially with the number of users. To reduce the

complexity, we propose an user pairing scheme and

transform the optimization for power and decoding order

in the original problem into optimization for power and

bandwidth.

• Through theoretical analysis, the closed-form expressions

for power and bandwidth allocation for a given latency

are first derived. Then a bisection method is used to

determine the minimum latency and optimal resource

allocation.

• Numerical simulations are performed to verify the su-

perior performance of our proposed algorithm. The re-

sults show that our proposed algorithm outperforms

NOMA. Moreover, the proposed algorithm outperforms

unpaired RSMA with suboptimal decoding order [8] and

approaches the performance of unpaired RSMA with

exhaustive method [9] when the number of users is small.

In addition, our proposed algorithm significantly reduces

the computational complexity.

II. SYSTEM MODEL AND PROBLEM

FORMULATION

Without loss of generality, this letter considers a single

input single output (SISO) uplink RSMA transmission, which

contains a BS and N users. The channel gain from the user n
to BS is denoted by hn. Using RSMA, the information xn of

user n is divided into xn1 and xn2. The message received by

BS can be expressed as yBS =
∑N

n=1

∑2
j=1

√
hn · xnj + n0,

where n0 denotes additive Gaussian white noise. After SIC is

performed at BS, the rate of xnj can be expressed as rnj =

B log2(1 +
hnpnj∑

{(n′∈N,j′∈J)|π
n′j′

>πnj}
hn′pn′j′+σ2B

), where B is

the bandwidth, pnj is the transmission power allocated to xnj ,

πnj is the decoding order of xnj , and σ2 is the power spectral

density of the Gaussian noise. So the transmission rate of user

n can be expressed as rn =
∑2

j=1 rnj , and the transmission

latency can be write as tn = PLn/rn, where PLn is the

package length of user n.

In some automatic control systems, the BS needs to obtain

information from all users before making control decisions, so

we build the following optimization problem to minimize the

maximum transmission latency.

P1 : min
πp

max tn (1)

s.t. pnj > 0, 1 ≤ n ≤ N, j ∈ [1, 2]; (1a)

π ∈ Π; (1b)
∑2

j=1
pnj ≤ Pmax

n , 1 ≤ n ≤ N. (1c)

where permutation π is the decoding order of the BS, p =
[p11, p12, p21, ..., pn2], Π denotes all possible decoding orders

and Pmax
n is the maximum transmission power of user n.

Using τ to denote the upper bound of latency for all users,

we have tn ≤ τ, 1 ≤ n ≤ N , Then problem P1 can be

transformed into:

P2 : min
πp

τ (2)

s.t. rn ≥ PLn/τ, 1 ≤ n ≤ N ; (2a)

pnj > 0, 1 ≤ n ≤ N, j ∈ [1, 2]; (2b)

π ∈ Π; (2c)
∑2

j=1
pnj ≤ Pmax

n , 1 ≤ n ≤ N ; (2d)

In problem P2, the decoding order π is a discrete variable.

Condition (2a) is in the form of the sum of two logarithmic

functions. To solve this problem, we can exhaust π and

use the successive convex approximation (SCA) algorithm to

transform condition (2a) into a convex form. However, the

decoding order set Π contains (2N)!/2N elements, which

makes the exhaustive method highly complex as the number

of users increases. Since existing studies have determined the

optimal decoding order for two users [9], we consider pairing

every two users to reduce the complexity.

The performance of pairing in NOMA is determined by

channel gain [10]. Building on this finding, authors in [9]

compared three pairing methods (strong-strong, strong-weak,

and strong-middle) in the uplink RSMA scenario. The results

indicated that the strong-weak pairing scheme performed the

best. In our proposed algorithm, the packet length of each

user is considered. However, simulation tests show that the

impact of packet length on pairing performance is negligible

compared to channel gain. Therefore, this letter uses the

strong-weak pairing strategy, where the user with the strongest

channel condition is paired with the weakest. The bandwidth

resources are allocated orthogonally between different pairs.

Upon receiving resource requests from users, the BS sorts the

channel gains of all users and generates a pairing table by the

strong-weak pairing strategy. Subsequently, the BS generates

the resource allocation results for each user according to the

proposed algorithm and returns the results to the users.

Suppose there are M pairs, and each pair contains two users.

The channel gain of the k-th user in the m-th pair to the

BS is denoted by hm
k , k ∈ [1, 2], 1 ≤ m ≤ M . Research

[11] shows that uplink RSMA transmission of two users can

achieve all rate regions by splitting the information of only

one user. Without loss of generality, suppose the message of

the first user in each pair is split into two parts xm
11 and xm

12

, and the message of the second user is not split, the optimal

decoding order at the BS is xm
11, xm

2 , xm
12.

The rate of xm
11, xm

2 and xm
12 can be expressed as follows:

rm11 = Bαm log2(1 +
hm
1 pm11

hm
2 pm2 + hm

1 pm12 + σ2Bαm

), (3)

rm2 = Bαm log2(1 +
hm
2 pm2

hm
1 pm12 + σ2Bαm

), (4)

rm12 = Bαm log2(1 +
hm
1 pm12

σ2Bαm

), (5)

where αm is the bandwidth allocation factor with∑M

m=1 αm ≤ 1, pm11, pm2 and pm12 are the power allocated to
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Fig. 1. Rate region of r1 and r2 in the same pair in the uplink RSMA

xm
11, xm

2 and xm
12 respectively. So the rate of user 1 in m-th

pair is rm1 = rm11 + rm12 and the transmission latency of user

k in the m-th pair is tmk = PLm
k /rmK , where PLm

k is the

package length of user k in the m-th pair.

The optimization of the power and decoding order in P2

can be translated into the optimization of the bandwidth and

power allocation in P3 as follows:

P3 : min
αp

τ (6)

s.t. rmk ≥ PLm
k /τ, 1 ≤ m ≤ M,k ∈ [1, 2]; (6a)

pmkj > 0, 1 ≤ m ≤ M,k, j ∈ [1, 2]; (6b)
∑M

m=1
αm ≤ 1; (6c)

∑2

j=1
pmkj ≤ Pm

kmax, 1 ≤ m ≤ M,k, j ∈ [1, 2];

(6d)

where α = [α1, α2, ..., αM ] is a vector of bandwidth allocation

factors.

III. RESOURCE ALLOCATION ALGORITHM FOR

PAIRED RSMA

Since the expression of transmission rate is a monotonically

increasing function of power and bandwidth, we can use

contradiction to prove that the optimal solution of P3 is

obtained when and only when all users have the same latency.

in other words, the ratio of optimized rates is r11 : r12 : r21 :
... : rM2 = PL1

1 : PL1
2 : PL2

1 : ... : PLM
2 . Thus, the rates of

two users in the same pair have rm2 =
PLm

2

PLm
1
rm1 .

Fig. 1 shows the achievable rate region for two users in the

uplink RSMA. When the decoding order is xm
11, xm

2 and xm
12,

all points on the rate region can be reached.

For the line AB, the power allocation is:

0 ≤ pm11 ≤ Pm
1max, pm12 = 0, pm2 = Pm

2max, (7)

User 2 has the maximum rate as:

rm2 = Bαm log2(1 +
hm
2 Pm

2max

σ2Bαm

). (8)

For the line BC, the power allocation is:

pm11 + pm12 = Pm
1max, pm2 = Pm

2max, (9)

The sum rate of the two user is:

rm1 + rm2 = Bαm log2(1 +
hm
1 Pm

1max + hm
2 Pm

2max

σ2Bαm

). (10)

For the line CD, the power allocation is:

pm11 = 0, pm12 = Pm
1max, 0 ≤ pm2 ≤ Pm

2max, (11)

User 1 has the maximum rate as :

rm1 = Bαm log2(1 +
hm
1 Pm

1max

σ2Bαm

). (12)

According to the above analysis, the optimal power alloca-

tion of problem P3 is the intersection of line rm2 =
PLm

2

PLm
1
rm1

and the rate region. As shown in Fig. 2, the intersection point

may exist three cases.

Case 1: The intersection point is on AB, and according to

(3), (7), (8) and (6a), we have:

BαAB
m log2(1 +

hm
2 Pm

2max

σ2BαAB
m

) =
PLm

2

τ
, (13)

pm11 =
(2

PLm
1

τBαAB
m − 1)(hm

2 Pm
2 max+ σ2BαAB

m )

hm
1

. (14)

Case 2: The intersection point is on BC, and according to

(4), (9), (10) and (6a), we have:

BαBC
m log2(1 +

hm
1 Pm

1max + hm
2 Pm

2max

σ2BαBC
m

) =
PLm

1 + PLm
2

τ
,

(15)

pm12 =
hm
2 Pm

2max

hm
1 (2

PLm
2

τBαBC
m − 1)

− σ2BαBC
m

hm
1

, (16)

The rm12 can be obtained by taking pm12 into (5), then rm11 =
PLm

1 /τ − rm12, and according to (3) we can obtain pm11:

pm11 =
(2

rm11
BαBC

m − 1)(hm
2 Pm

2max + hm
1 pm12 + σ2BαBC

m )

hm
1

. (17)

Case 3: The intersection point is on CD, and according to

(11), (12) and (6a):

BαCD
m log2(1 +

hm
1 Pm

1max

σ2BαCD
m

) =
PLm

1

τ
, (18)

pm2 =
(2

PLm
2

τBαCD
m − 1)(hm

1 Pm
1 max+ σ2BαCD

m )

hm
2

. (19)

According to (13), (15) and (18), the expression of

αAB
m ,αBC

m and αCD
m are given in (20), (21) and (22). Where

W (·) is the Lambert-W function which satisfies W (xex) = x.

Note that the Lambert-W function may have multiple solu-

tions, and the appropriate solution should be chosen.

With the closed-form expressions for bandwidth allocation

and power allocation, we can solve the problem P3 by the

bisection method. For each given τ , a set of αAB
m , αBC

m

and αCD
m can be calculated according to (20), (21) and (22),

and the power allocation corresponding to each case can be

obtained by (14), (16), (17) and (19), and then the condition

(6d) is used to judge which case occurs. The specific algorithm

is shown in Algorithm 1.

The complexity of Algorithm 1 in each iteration is to

check which case satisfies the power constraint (6d), which

introduces the complexity of O(M) according to (14), (16),

(17) and (19)-(22). In addition the complexity of the bisection

method with accuracy ε is O(log2(1/ε)) [12], so the total

complexity of Algorithm 1 is O(M log2(1/ε)).
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αAB
m =

− ln 2hm
2 Pm

2maxPLm
2

τBhm
2 Pm

2maxW (
− ln 2PLm

2 σ2

τhm
2 Pm

2max
e

− ln 2PLm
2

σ2

τhm
2 Pm

2max ) + ln 2PLm
2 σ2B

, (20)

αBC
m =

− ln 2(hm
1 Pm

1max + hm
2 Pm

2max)(PLm
1 + PLm

2 )

τB(hm
1 Pm

1max + hm
2 Pm

2max)W (
− ln 2(PLm

1 +PLm
2 )σ2

τ(hm
1 Pm

1max+hm
2 Pm

2max)
e

− ln 2(PLm
1

+PLm
2

)σ2

τ(hm
1

Pm
1max

+hm
2

Pm
2max

) ) + ln 2(PLm
1 + PLm

2 )σ2B

, (21)

αCD
m =

− ln 2hm
1 Pm

1maxPLm
1

τBhm
1 Pm

1maxW (
− ln 2PLm

1 σ2

τhm
1 Pm

1max
e

− ln 2PLm
1 σ2

τhm
1 Pm

1max ) + ln 2PLm
1 σ2B

, (22)

Algorithm 1 User pairing-based power allocation algorithm.

1: Initialize upper and lower bound τub, τlb, tolerance ε.
2: while τub − τlb > ε do
3: set τ = (τub + τlb)/2
4: for m=1:M do
5: calculate αAB

m , αBC
m and αCD

m respectively according to
(20), (21) and (22).

6: Calculate the power allocation for each case according to
(14), (16), (17) and (19) respectively.

7: if The power allocation of case 1 satisfies (6d) then
8: αm = αAB

m .
9: else if The power allocation of case 2 satisfies (6d) then

10: αm = αBC
m .

11: else if The power allocation of case 3 satisfies (6d) then
12: αm = αCD

m .
13: else
14: set τlb = τ , break and jump to step 2.
15: end if
16: end for
17: if

∑
M

m=1
αm ≤ 1 then

18: set τub = τ .
19: else
20: set τlb = τ .
21: end if
22: end while
23: Output τ , αm, pm11, pm12, and pm2 .

IV. SIMULATION RESULT AND DISCUSSIONS

In this section, we set N users uniformly distributed within

a radius of 200 m from the BS. The path loss model is

128.1 + 37.6 log10 d (d is in km). The total bandwidth set

to 1 MHz, and the noise power spectral density is σ2 = −174
dBm/Hz [9]. Each user has the same power limit Pmax and

randomly generates a packet of 50-1200 bytes. The algorithms

for the comparison include unpaired RSMA using an exhaus-

tive method to obtain the optimal decoding order [9], unpaired

RSMA using a suboptimal decoding order [8], paired NOMA

[10] and unpaired NOMA. Without loss of generality, the two

unpaired RSMA algorithms assume that all users’ messages

are split into two parts. All simulation were performed on an

Intel Core i9-13900KF CPU @ 5.8 GHz and 32G RAM using

MATLAB R2023a.

Fig. 2 illustrates the convergence process of the proposed

algorithm. The maximum latency of all users in each itera-

tion is denoted by τ , and convergence is observed after ten

iterations.

Fig. 3 simulates the transmission latency of all schemes

for four users (N = 4) at different power limits. In this case,

0 5 10 15 20

Number of iterations

0.5

0.55

0.6

0.65

0.7

0.75

  (
m

s)
Fig. 2. Convergence process of the proposed paired RSMA when the number
of users N = 4.

0 10 20 30 40

Power limit (dBm)

0.8

1

1.2

1.4

1.6

La
te

nc
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Paired NOMA [10]
Unpaired RSMA with exhaustive algorithm [9]
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Fig. 3. Latency performance with different power limits when the number of
users N = 4.

RSMA uses an exhaustive method to obtain the optimal decod-

ing order. As the maximum power Pmax increases, the latency

decreases for all schemes. It can be seen that RSMA always

outperforms NOMA. The performance of the proposed paired

RSMA is similar to the unpaired RSMA, while paired NOMA

outperforms unpaired NOMA. In addition, both RSMA and

NOMA show a convergence of unpaired and paired at high

power. The reason is that unpaired RSMA can achieve every

point of the rate region [11]. The boundary of the rate region is

the theoretical upper bound of RSMA, and the proposed paired

RSMA can approach this theoretical upper bound with a low-

complexity algorithm. NOMA cannot achieve all the points on

the rate region. User pairing makes the resource allocation of

NOMA more flexible and reduces the interference of the SIC

process, which leads to some gains.
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Fig. 4. Latency performance for different total number of users when the
power limit Pmax = 23 dBm.

TABLE I
COMPARISON OF THE COMPUTATIONAL COMPLEXITY OF EACH SCHEME

Schemes
Simulation time

N = 4 N = 10 N = 20 N = 30 N = 40

Proposed
paired RSMA

0.068 s 0.095 s 0.106 s 0.141 s 0.161 s

Unpaired
RSMA with

exhaustive method
3447.5 s - - - -

Unpaired RSMA
with suboptimal
decoding order

1.783 s 7.378 s 19.002 s 36.117 s 74.457 s

Paired NOMA 4.084 s 4.515 s 5.737 s 7.589 s 10.113 s

Unpaired NOMA 4.031 s 4.260 s 4.603 s 5.106 s 5.271 s

The computational complexity of the exhaustive algorithm

grows exponentially as the total number of users increases.

In order to compare latency performance at different total

numbers of users, we adopt a suboptimal decoding order [8]

rather than the exhaustive method. Fig. 4 shows that RSMA

outperforms NOMA, whether paired or unpaired. Different

from Fig. 3, the proposed paired RSMA outperforms the un-

paired RSMA with suboptimal decoding order for the number

of users N ≤ 24. However, when N > 24, the performance

of RSMA with suboptimal decoding order will exceed the

performance of the proposed paired RSMA due to the fact

that more number of users means more number of pairs and

therefore less bandwidth is allocated to each pair.

To further evaluate the benefits of the proposed algorithm

in terms of complexity, Table I gives the simulation time

for each scheme at different total numbers of users. For

unpaired RSMA, the computational complexity introduced by

the exhaustive decoding order method is unacceptable, and

even given a suboptimal decoding order, the computational

complexity grows rapidly when the number of users increases.

On the contrary, the proposed paired RSMA algorithm gives

the closed-form expression for resource allocation, achieving

similar performance to unpaired RSMA with significantly

lower complexity.

Based on the results, it is clear that RSMA outperforms

NOMA. In addition, the proposed algorithm significantly

reduces the computational complexity. It outperforms unpaired

RSMA with suboptimal decoding order [8] and approaches the

performance of unpaired RSMA with exhaustive method [9]

when the number of users is small. As the number of users

increases, the performance of the proposed paired RSMA is

limited by the bandwidth, which requires a trade-off between

performance and complexity.

V. CONCLUSION

In this letter, to address the latency problem in some

automatic control scenarios, we propose a resource allocation

algorithm for uplink RSMA to minimize the maximum trans-

mission latency. However, the complexity of uplink RSMA to

confirm the optimal decoding order grows exponentially with

the total number of users, so user pairing is introduced and

a low-complexity resource allocation algorithm is designed

to transform the optimization of power and decoding order

into the optimization of power and bandwidth allocation.

The achievable rate region of two-user uplink RSMA is first

analyzed, and the closed-form expressions for power and

bandwidth allocation for a given latency are derived. Then a bi-

section method is used to determine the minimum latency and

optimal resource allocation. Results show that the proposed

low-complexity algorithm based on user pairing significantly

reduces the computational complexity and achieves similar

performance to unpaired uplink RSMA.
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