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Abstract—The voice of someone who is singing opera has
different characteristics compared with someone singing nursery
rhymes or pop songs, which are treated by conventional singing
voice synthesis. In this study, we compared and evaluated
the speech synthesis performance of recently proposed neural
vocoders for an operatic singing voice. From the results of our
objective evaluation experiments, it was found that the mel-
cepstrum estimation error for Parallel WaveGAN and PeriodNet
is small. Furthermore, PeriodNet has a smaller estimation error
of fundamental frequency.

Index Terms—speech synthesis, operatic singing voice, vocoder,
neural network

I. INTRODUCTION

Speech synthesis for singing voices is finding wide use
and attracting attention in the entertainment field. With the
development of speech synthesis using neural networks, it has
become possible to synthesize high-quality speech in the field
of singing voice synthesis. In recent years, various models
of neural vocoders have been proposed, and neural vocoders,
such as WaveNet [1], have greatly surpassed the quality of the
conventional source-filter vocoder [2], contributing greatly to
the development of singing voice synthesis technology.

Although WaveNet provides high-quality speech synthesis,
the synthesis speed is slow. To solve this problem, neural
vocoders, such as Parallel WaveGAN [3] which can synthesize
in real time, have been studied in recent years. PeriodNet [4]
has also been proposed as a neural vocoder focusing on singing
voices.

Operatic singing voices, the subject of this study, have
different vibrato strength, pitch, vowel characteristics, etc.,
compared to nursery rhyme singing voices or pop song singing
voices, which are handled using conventional singing voice
synthesis. There are few studies on neural vocoders for singing
voices that are different from normal singing voices. There-
fore, in this study, we compare and evaluate the performance of
recent neural vocoders for operatic singing voices. We conduct

experiments of analysis synthesis task using a cappella opera
songs sung by a singer, and we compare the performances of
the neural vocoders described above using objective metrics.

II. NEURAL VOCODERS

A vocoder is a module that generates a speech waveform
using acoustic features generated by speech synthesis as the
input. In this study, three neural vocoders (WaveNet, Parallel
WaveGAN, and PeriodNet) were evaluated.

A. WaveNet

WaveNet is a convolutional neural network with an auto-
regressive structure. WaveNet directly estimates the speech
waveform as a classification problem by predicting the next
sample conditioned on past speech samples. In WaveNet, the
speech signal is quantized from 16-bit to 8-bit by using µ-law
transformation to come up with a simple prediction.

WaveNet is capable of producing high-quality speech, but
its autoregressive structure and large model structure result
in its synthesizing speed being slow, and the noise component
caused by overtraining and prediction errors is also a problem.
In this paper, we apply the time-invariant noise shaping
method [5] to suppress the noise component.

B. Parallel WaveGAN

Parallel WaveGAN is a Generative Adversarial Network
(GAN) based on Parallel WaveNet [6]. The input is white
noise and acoustic features, and the generator based on a
WaveNet generates all samples simultaneously. In addition
to the adversarial loss used in conventional GANs, Short-
Term Fourier transform (STFT)-loss is introduced to assist the
training of the generator.

Since Parallel WaveGAN does not have an auto-regressive
structure, it can be synthesized quickly by generating multiple
samples at the same time, and it can be generated in real time.



TABLE I
MEL-CEPSTRAL DISTORTION FOR EACH METHOD. A, B, C, D, AND E MEAN THE EVALUATED FIVE SONGS.

Evaluation data
Model A B C D E Average

WORLD 3.656 3.246 3.378 3.211 3.974 3.493
WaveNet 4.015 4.346 3.810 3.883 3.903 3.991

Parallel WaveGAN 3.421 3.489 3.406 3.276 3.382 3.395
PeriodNet 2.981 3.335 3.127 3.169 3.037 3.130

TABLE II
ROOT MEAN SQUARED ERROR OF F0 FOR EACH METHOD. A, B, C, D, AND E MEAN THE EVALUATED FIVE SONGS.

Evaluation data
Model A B C D E Average

WORLD 6.926 23.21 13.70 7.613 19.70 14.23
WaveNet 16.84 13.08 10.94 17.72 7.795 13.28

Parallel WaveGAN 8.003 11.37 12.95 15.91 9.317 11.51
PeriodNet 8.966 13.12 11.72 10.76 11.90 11.29

C. PeriodNet

PeriodNet is a GAN-based, non-auto-regressive structure
network proposed as a method for speech synthesis for singing
voices. The excitation signal is input explicitly, and the
periodic and aperiodic components are generated separately
by two generators. Similar to Parallel WaveGAN, adversarial
loss and STFT loss are used, and discriminators are trained
separately for multiple sampling frequencies by downsampling
the speech signal.

PeriodNet, like Parallel WaveGAN, does not have an au-
toregressive structure, so it can be synthesized quickly by
generating multiple samples at the same time, and real-time
generation is possible.

III. EXPERIMENTS

A. Experimental conditions

We evaluated the performance of the three neural vocoders
described in Section II on an analysis synthesis task for
operatic singing voice. In this task, we extract acoustic features
from a speech waveform, and then, we re-synthesize the
speech waveform from the extracted acoustic features using
vocoders. We recorded 48 Japanese a cappella opera songs
(about 93 minutes) sung by a female singer at a sampling
frequency of 16 kHz. Of the 48 songs, 43 songs were used
as training data and 5 songs as test data. Five songs out of
the 43 songs were used as development data when training
Parallel WaveGAN and PeriodNet. We used WORLD [2] to
extract 53 dimensional acoustic features, containing the mel-
cepstrum (50 dims), log-F0(1 dim), aperiodic parameter (1
dim), and voice/unvoice flag (1 dim) from speech signals.
We then synthesized speech signals from the acoustic features
using a vocoder and evaluated the quality of the synthesized
speech signals. In addition to the three neural vocoders, we
also evaluated WORLD, which is a conventional source-filter
vocoder.

B. Experimental results

We evaluated the synthesized speech signals using mel-
cepstral distortion (MCD) [dB] and the root mean square
error of F0(F0-RMSE) [Hz]. Table I and Table II show
the results of each evaluation. Table I shows that the MCD
of Parallel WaveGAN and PeriodNet are small. Since these
two models introduce STFT loss, the estimation accuracy of
the mel-cepstrum is considered to be high. Table II shows
that all the models have small F0-RMSE, but PeriodNet has
especially small F0-RMSE. PeriodNet is robust to the variation
of F0because the excitation signal is explicitly input to the
model, and, as a result, it is considered to have high accuracy
in reproducing F0.

IV. CONCLUSION

In this study, we compared the synthesis performance of
recently proposed neural vocoders for operatic singing voices.
Future work includes the improvement of quality by adjusting
hyper parameters, experiments with speech at a sampling fre-
quency of 48 kHz, and experiments with subjective evaluation.
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