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The 1787 drafting of the U.S. Constitution trig-
gered what Ian Hacking [28] has termed an
“avalanche of printed numbers.” Democratic

self-government required an accounting of the demos
that was to govern itself through elected representa-
tives. As democratic revolutions swept across Europe
and Latin America, countries in those regions also
began to enumerate their citizens in new ways. In
addition to counting, governments collected informa-
tion about their citizens that facilitated state power
over how people lived, and over life itself [21].

In the United States, decennial censuses increased
in size and complexity across the nineteenth century,
and the information they collected became the focal
points of a series of policy debates, beginning with
questions about the abolition of slavery [2]. In 1850,
after a data-collection debacle in the 1840 census that
appeared to provide ammunition to supporters of slav-
ery [17], the individual replaced the household as the
unit of enumeration, swelling the quantity of data col-
lected every ten years. The task of converting manu-
script census returns into volumes of printed numbers
inspired new methods of data storage and manipula-
tion: first data sheets and tally marks, and then in 1890
punched cards and tabulating machines [64]. Since
then, the histories of computing technology and
demographic research and analysis have been closely
intertwined.

The electromechanical tabulator, in use until the 1950
census, was developed by Herman Hollerith, who had
previously worked as a statistician on the 1880 Census.1

Hollerith’s Tabulating Machine Company eventually
became the International Business Machines Corpora-
tion (IBM), which supplied machines to tabulate the 1950
Census, the last to use punched cards for tabulation. In

1960, the Census Bureau began to use electronic com-
puters to capture and analyze data. This story is nowwell
known [2], [64]. What is less well known are the cycles of
innovation that have taken place in the 20th and 21st
centuries that link the transformation of computing tech-
nology with an increasing capacity to understand and
analyze human populations. The articles in this issue
engage with that history, exploring the impact of rapid
technological change on demographic understanding
and the parallel ways that the need to analyze population
dynamics spurred the development of new technologies.

Our contributors tell stories of how governments,
social scientists, and private industry have perceived,
utilized, and preserved demographic data using a variety
of information technologies, and how they promoted
the development of information technologies to suit
their analytic needs. Their work provides a series of
examples, in which innovations in computing technol-
ogy are embedded in the analysis of population dynam-
ics. These stories go beyond the process of counting
the number of inhabitants of the United States, and
reveal the variety of ways that our understanding of
human population has been studied since the time of
the U.S. Constitution. This introduction places those
stories into a broader narrative about the coproduction
of demography and information technology, examining
themutual transformation of computational technology
and the collection and analysis of demographic data.

DATA TABULATION BY
GOVERNMENT STATISTICAL
AGENCIES

Hollerith’s tabulating machine was the starting point
for twentieth-century developments that increased
the speed and efficiency with which U.S. Census data
were captured and processed. Mechanical tabulation
relied on a new technology of data capture and stor-
age: a card onto which information could be punched,
which would then be sorted and counted by the elec-
tromechanical tabulator. Over the first half of the 20th
century, the Census Bureau, in competition with IBM
and Remington Rand (another company with Census
Bureau roots), improved the card punching, sorting,
and tabulation process asmuch as possible [64].
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In the 1940s, the Bureau contracted for the first
commercial computer with the newly-founded Eckert-
Mauchly Computer Corporation, which was soon pur-
chased by Remington Rand. The resulting machines,
known as the Universal Automatic Computer or UNI-
VAC, became available after the 1950Census and aided
in its tabulation. The UNIVAC stored data in a new way,
on magnetic tape, but information still had to be
punched onto cards in order to be transferred to the
tape, and this process had become a reverse salient,
holding back the efficiency of the entire system [64].2

Even before the UNIVAC was delivered, the Census
Bureau had partnered with the U.S. National Bureau of
Standards to develop a new data capture technology
that could rapidly scan the images on specially designed
pages that had been microfilmed and encode them on
magnetic tape, bypassing punched cards altogether.
The Census Bureau first used the Film Optical Sensing
Device for Input to Computers (FOSDIC) for tabulation
of the 1960 Census. In that year, enumerators went
door-to-door, filling in bubble sheets with the informa-
tion for each person at each residence. Beginning in
1970, households would fill in the bubble sheets them-
selves andmail them back to the Census Bureau [64].

THE PRESERVATION OFMANUSCRIPT
CENSUS RETURNS HAS ALSOMADE IT
POSSIBLE TO EXTRACT ADDITIONAL
DATA THATWERE NEVER BEFORE
CAPTURED DIGITALLY.

FOSDIC remained in use through the 1990 Census. It
only read in “data” items, however, bubbled-in answers
to multiple-choice questions. Handwritten answers to
open-ended questions, such as individual names and
places of birth, still needed to be keyed in by hand if
they were to be captured digitally. In the 1990s, the Cen-
sus Bureau privatized data capture, working with con-
tractors who introduced optical character recognition
(OCR) to encode hand-written responses, beginning
with the 2000 Census [64]. The 2020 Census was the
first to allow for an online response, in which household
members directly keyed their information.

What is perhaps most remarkable about this entire
history is that the Census Bureau preserved the original
manuscript census returns, even after the information in

them had been transferred to punched cards and mag-
netic tape. With the exception of the 1890 Census, which
was inadvertently destroyed in a fire, manuscript returns
for every U.S. Census are still kept in the National Arch-
ives, either on microfilm or, more recently, as scanned
images. These records have been a boon to researchers,
particularly in the field of historical demography, which
emerged in the decades followingWorldWar II. In the arti-
cle “The Present of the Past: A Sociotechnical Framework
for Understanding the Availability of ResearchMaterials,”
Rebecca Emigh and Johanna Hern�andez-P�erez consider
the factors that lead to the preservation of historical
documents and traces of the past and facilitate the use
of preserved documents and traces in historical demog-
raphy. Among the important arguments made by Emigh
and Hern�andez-P�erez is that the preservation of docu-
ments that record information about the human popula-
tion allows analysis and understanding that the original
creators of the documents never foresaw. This is particu-
larly true in historical demography, where the documents
and traces used by today’s researchers were almost
invariably collected for other purposes, such as demo-
cratic self-governance (census records) or eternal salva-
tion (ecclesiastical records). The use by researchers of
what they call both “documents” and “traces” has permit-
ted the emergence and development of a rich field of ret-
rospective research, especially over the past 75 years.

The preservation of manuscript census returns has
also made it possible to extract additional data that were
never before captured digitally. In “The Missing Link: Data
Capture Technology and theMaking of a Longitudinal U.S.
Census Infrastructure,” Katie Genadek and J. Trent Alex-
ander describe a project aimed at using OCR technology
to capture information from the U.S. Censuses of 1950 to
1990 that was not previously keyed in or captured by FOS-
DIC. Genadek and Alexander report on a research pro-
gram that aims to link the records of individuals who were
enumerated inmultiple censuses, tracking them fromone
decade to another, a project that will facilitate sophisti-
cated analysis of social and geographical mobility, family
change, andmore. Such a program (which we discuss fur-
ther later), needs to have the record of every person
named in the census fully digitized, something not
remotely consideredprior to the2000census.AsGenadek
and Alexander explain, the availability of original census
documents and the rapid transformation of information
technology has begun tomake this goal achievable.

COMPLEX DESCRIPTIONS AND
ANALYSES

Prior to the introduction of UNIVAC, the Census Bureau
distributed data through published reports, which

2For the concept of the reverse salient in science and tech-
nology studies, see MacKenzie and Wajcman [43].
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spanned more and more volumes with each census.
These reports presented tables of data aggregated by
administrative units: cities, counties, states, and the
country as a whole. They provided numbers rather than
analyses; users who wanted to analyze the data did so
primarily by hand or with calculators.

When the Census Bureau began using magnetic
tapes for the tabulation of data from the 1960 Census,
data users outside the Census Bureau requested
access to them. The Census Bureau granted many of
these requests, but the data tapes were not particu-
larly user-friendly, nor did they come with sufficient
documentation [75]. With the 1970 Census, however,
the Census Bureau aimed to produce a data product
that could be broadly distributed. Since then, it has
made tabulated data widely available in machine-read-
able form, using new media to do so as they have
become available. Today users can download tabu-
lated census data at a variety of scales from the
Census Bureau’s website, or access them using an
application programming interface.

Initial users of Census data tapes—those for whom
the tapes were first produced—were primarily large
public agencies and social scientists working in univer-
sities. The anecdote by Barbara Anderson, “The Effects
of Increases in Computing Power on Demographic
Analysis Over the Last 50 Years,” describes the excite-
ment and frustrations experienced by social scientists
using computers to analyze demographic data on
mainframes during the 1970s. Her descriptions of work
in the computing environments of the mainframe and
early personal computer era give life to the opportuni-
ties and challenges of work at that time. Her frank char-
acterization of her work and that of colleagues who
sometimes misunderstood their data demonstrates
the issues faced by early adopters of new technology,
prior to the development of user-friendly software and
standard documentation, something described in this
issue and later in our introduction.

Once the Census Bureau made summary data
tapes available to wider audiences, new types of users
emerged. The business community made particular
use of these data, engendering the rise of demo-
graphics as a tool for identifying, constructing, and
advertising to narrowly-defined markets [67]. Magnetic
tapes facilitated the release of data at ever-smaller
geographic units, such as zip codes and census tracts.3

“When the New Magic Was New: The Claritas

Corporation and the Clustering of America” by Fenwick
McKelvey describes the way in which an innovative
marketing company, the Claritas Corporation, applied
an old statistical method—factor analysis—to these
new small-area census data in order to identify every
zip code in the United States with one of forty markets,
facilitating direct mail advertisement. The products
sold by Claritas combined the tabulated data produced
by the Census Bureau with analytic approaches made
possible by the introduction of a new generation of dig-
ital computers, new media for digital storage, and new
programming languages that could examine, process,
and cluster large quantities of data, building on the
UNIVAC’s innovations.

WHEN THE CENSUS BUREAU BEGAN
USING MAGNETIC TAPES FOR THE
TABULATION OF DATA FROM THE 1960
CENSUS, DATA USERS OUTSIDE THE
CENSUS BUREAU REQUESTED
ACCESS TO THEM.

Even before the U.S. Government’s approach to the
collection and analysis of population data expanded to
the business realm, it traveled overseas. As the United
States began to extend its reach into the Atlantic and
Pacific Oceans around the turn of the twentieth cen-
tury, the federal government implemented censuses in
the new territories of Puerto Rico, Cuba, and the Philip-
pines [19]. During the VietnamWar, theU.S. government
adapted demographic data collection and analysis—
facilitated by the use of electronic computers andmag-
netic tape—to the needs of counterinsurgency. In
“Computing Counterinsurgency: TheHamlet Evaluation
System (HES) andDatabasing During the VietnamWar,”
Moritz Feichtinger examines “databasing” as a govern-
mental activity and ameans of waging warfare. Building
on a combination of census-taking and the sort of ana-
lytics used by Claritas, the government attempted—
not always successfully—to bring data-based analytics
to themanagement of a war.

The increase in computing speed and the availabil-
ity of new input and output devices opened up other
doors as well. Feichtinger discusses the mapping of
data collected in Vietnam, a precursor to the develop-
ment in the 1970s and 1980s of sophisticated Geo-
graphic Information Systems capable of organizing
data spatially and allowing their analysis and display.
These systems offered innovative visualization tools

3The Census Bureau began to publish tract-level data in the
1940s, but it was not until 2000 that census tracts were
defined for the entire country (htt_ps://www2.census.gov/geo/
pdfs/education/CensusTracts.pdf).

8 IEEE Annals of the History of Computing October-December 2022

GUEST EDITORS' INTRODUCTION

https://www2.census.gov/geo/pdfs/education/CensusTracts.pdf
https://www2.census.gov/geo/pdfs/education/CensusTracts.pdf
https://www2.census.gov/geo/pdfs/education/CensusTracts.pdf


that made the display of spatial information quicker
and more intuitive, but they also did more. By manag-
ing information that encoded the substance of the
data point (attributes of a person, business, or place,
for example), along with its location, new forms of sta-
tistical analysis became possible that went beyond
visualization and considered the role of space and
proximity in demographic processes [23].

ANALYZING INDIVIDUAL-LEVEL
DATA

The increasing availability of high-capacity computing
hardware and software in the late 1960s and 1970s
opened a number of doors for demographic research-
ers. With those resources, it became possible to move
from the analysis of already-tabulated data (as prac-
ticed by Claritas) to analysis of the underlying individ-
ual-level data, and the more effective analysis of data
that originated from individually-conducted surveys.

Social scientists began using surveys as a research
method in the 1930s. Survey methodology developed
rapidly in the work of the U.S. Department of Agricul-
ture during World War II, and the use of surveys in the
social sciences expanded dramatically in the decades
following the war [14], [35]. Demographers were early
adopters of survey methods, using survey research to
predict and influence childbearing decisions, first in
the United States and then worldwide [45]. Analyzing
survey or census data at the individual level allowed
social scientists to identify statistical relationships
that were not subject to the ecological fallacy, the
attribution of group-level correlations to individuals
[57], [72].

The statistical methods leveraged in these analy-
ses—correlation, regression, and chi-squared tests,
among others—were not new; they had been developed
around the turn of the twentieth century [53], [70]. Doing
them by hand, however, was cumbersome, all the more
so as the number of observations increased. Aggregat-
ing data limited the number of observations, facilitating
statistical analysis. With the availability of high-capacity
computers, however, it became feasible to perform
complex statistical analyses on individual-level data,
even with hundreds or thousands of observations. Pri-
vate companies also participated in the computer-
assisted analysis of individual-level survey data, with the
Simulmatics Corporation selling its analyses of voting
behavior to the Kennedy campaign in preparation for
the 1960 election [40].

Early adopters of these new technologies became
masters at programming using FORTRAN or other lan-
guages, but not everyone had the time or skill needed

for that work, and there was a fundamental replicabil-
ity problem: it was not always clear that the statistics
generated by those individual efforts were accurate or
comparable. To meet this need for scientific, biomedi-
cal, engineering, and business researchers, universi-
ties in the mid-1960s began to develop “packaged”
programs designed for statistical analysis. UCLA
(BMDP), Princeton (P-Stat), and the University of
Michigan (Osiris) all made significant investments. Pri-
vate corporations soon joined the scene, offering
more sophisticated and commercially viable products,
first SPSS (1971) and SAS (1971), later S (1976), STATA
(1985), and most recently R (1995), an open-source
and noncommercial implementation of S. These sys-
tems offered more user-friendly environments than
FORTRAN, simple methods for common statistical
analyses, and the replicability needed by academic
reviewers. If an author reported having generated a
specific statistic from one of these packages, revi-
ewers understood how it was computed and could
compare it to other published statistics. Barbara
Anderson describes how the introduction of these sta-
tistics packages increased the autonomy of demogra-
phers, reducing their reliance on programmers and
statisticians, though it also increased their conformity
to the types of analysis facilitated by the packages.
More recently, the development of machine-readable
and machine-actionable documentation, such as that
produced by the Data Documentation Initiative, has
built on technological developments that further
improved the capacity of researchers to use large
quantities of data.4

Even with these technologies in place, however,
there was still a barrier to analyzing U.S. Census data
at the individual level: census returns are protected by
a 72-year privacy wall (for example, manuscript returns
for the 1950 U.S. Census of Population became pub-
licly available in April, 2022). To meet the growing
demand of researchers for individual-level data with-
out violating privacy restrictions, the Census Bureau
released a public-use microdata sample of the 1960
Census in 1963. This 0.1% sample excluded any poten-
tially identifying information for the individuals inc-
luded [66]. As the production and dissemination of
public use microdata samples continued through the
1990 census, and as computing capabilities improved,
historically-oriented researchers began to expand the
time frame for which data were available. Teams at
the Universities of Wisconsin, Washington, Pennsylva-
nia, and Minnesota created samples of individual

4htt_ps://ddialliance.org
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records, first for the 1940 and 1950 censuses (Wiscon-
sin), then for the 1900 (Washington) and 1910 (Pennsyl-
vania) censuses, and later for all earlier censuses back
to 1850 (Minnesota). While these samples were initially
small (later expanded to complete populations), they
came to constitute a unique resource for the study of
the development of the U.S. population, a valuable
tool for demographers researching the present as well
as the past.

THE DEVELOPMENTOF TECHNOLOGY
FOR LINKING INDIVIDUAL CENSUS
RECORDSACROSS TIMEANDTO
OTHERADMINISTRATIVE RECORDS IS
PERHAPSONEOF THECLEAREST
EXAMPLESOF THEEXIGENCIESOF
HISTORICAL RESEARCHDRIVING THE
APPLICATIONOF TECHNOLOGICAL
INNOVATION.

With this long series of census microdata increas-
ingly available, historians at the University of Minne-
sota realized that longitudinal research would be
greatly facilitated by a harmonized coding scheme
that overcame the differences from decade to decade
in how the census was conducted, recorded, and
coded. The anecdote “Challenges of Large-Scale Data
Processing in the 1990s: The IPUMS Experience” by
Diana Magnuson and Steven Ruggles describes the
inception and development of the Integrated Public
Use Microdata Series (IPUMS) project to meet this
need. The IPUMS project provides a window into the
ways that interest in and access to large-scale individ-
ual-level data resources benefited from the rapid
transformation of computing and communication
technology that took place in the 1980s and 1990s.
Magnuson and Ruggles describe three important
changes: a rapid improvement in the processing
power of small computers; increased communication
speed and capacity that extended high-speed com-
puter communication throughout the research com-
munity and to individual homes and businesses; and
the creation of new software and communication pro-
tocols (especially the World Wide Web) that facilitated
computer communication on the new networks.
IPUMS and the projects facilitated by it in the early
1990s were greatly enriched by the capacity to deliver
data through an interactive system that operated over
the Web, enabled by the capacity to manage very large

quantities of data and share them over fast data net-
works. By the early 2020s harmonized U.S. data for
censuses going back to 1850 (with much of it for the
full population up to 1950) were available, along with
an ever-increasing body of also-integrated interna-
tional census data [65].

The capacity to study long-term demographic
trends, using IPUMS data, has greatly expanded our
understanding of historical U.S. population dynamics.
Topics covered in recent publications include fertility
[24], [26], [27], family structure [46], [59], [61], migration
[1], [22], [30], racial segregation [15], [42], and census
quality [25].

While the idea of harmonizing data across census
years has born significant fruit, a second technology-
enabled insight promises still more. This is the subject
of Genadek and Alexander’s contribution (“The Miss-
ing Link: Data Capture Technology and the Making of
a Longitudinal U.S. Census Infrastructure”), which con-
siders the opportunity to go beyond data harmoniza-
tion to create a dataset linking individuals across
censuses. Recent work in this area shows the extraor-
dinary promise of these efforts [3], [55], [60], [68].

Over the past 75 years a large volume of research,
mostly in social history and historical demography,
has shown the value of studies that rely on data about
individuals linked across multiple documents, includ-
ing censuses and other sources. Until recently, this
research was limited by the work required to acquire
(and digitize) the data, and then to manually link
records together. For two generations of researchers,
studies focused either on very small areas (a village or
small town, or possibly a rural county) or on very small
samples, often based on names that were rare or
began with only a few letters of the alphabet. The
best-known research, such as studies of social mobil-
ity [12], [38], [71], urban social change in Philadelphia
[29], [34], the relationship between religion and fertility
among the Mormon pioneers in Utah [6], [7], and the
demographic history of France [8] and the Belgian city
of Antwerp [54], were limited by the effort required.

Accomplishing the goal outlined by Genadek and
Alexander requires innovation on two fronts. First, the
names need to be digitized. Second, another process
needs to figure out which John Smith in 1980 is the
same John Smith in 1990. Advances in OCR have facili-
tated the first. For the second, historians and demogra-
phers have developed a variety of techniques to link
records automatically or semi-automatically over the
past fifty years. The best available methods currently
use machine learning but are still far from perfect [63].
The development of technology for linking individual
census records across time and to other administrative
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records is perhaps one of the clearest examples of the
exigencies of historical research driving the application
of technological innovation.

Individuals can be linked across censuses because
censuses (in theory at least) capture every individual
living in the United States in years ending with zero.
Demographers researching contemporary population
dynamics use panel surveys to follow individuals over
time, interviewing the same sample of people at regu-
lar (or irregular) intervals [32], [33], [36], [69]. These
studies have taken advantage of and pushed develop-
ments in computer-assisted personal interviewing and
computer-assisted telephone interviewing, both of
which are also used in government surveys and mar-
ket research. These techniques combine interviewing
with data capture, eliminating the step of keying in
data from a paper-based questionnaire or using OCR.
When these technologies were first introduced in the
1980s, respondents worried that having their informa-
tion captured by a computer made it less confidential
[4]. Today, however, surveys are often designed on the
assumption that respondents, now familiar with using
computers for personal purposes in their own homes,
feel more comfortable entering sensitive information
on a screen than discussing it with an interviewer [58].
In the past decade, the near ubiquity of internet
access has made it possible to reinterview the same
people at much more frequent intervals, and demogra-
phers have experimented with novel modes of inter-
net-based survey administration [5]. Demographic
panel studies have also been at the forefront of data
sharing, pioneering a variety of methods for archiving
data and making them publicly available for secondary
analysis.

Secondary analysis of individual data, particularly
datasets that link information about individuals from
multiple sources, raises important questions about
the protection of the privacy and confidentiality of
individuals and groups who are research subjects in
demographic studies and large-scale data collections.
On the one hand, census data and data collected
using public funds should be a public resource. On the
other hand, democracy and research ethics and integ-
rity require the preservation of respondent confidenti-
ality. Improvements in technology and the expanding
business applications of data mining have dramati-
cally increased the amount of data available about
individuals and groups, the kinds of information about
them that are known, and the ways that those infor-
mation items can be linked. It is not difficult to imag-
ine a data record about an individual emerging from
the topics described in this issue that includes linked
references to multiple census records over time, the

spatial location of the individual involved, and their
biological and genetic characteristics, which we dis-
cuss more below. This concern is not new and has led
to multiple government-sponsored studies by the
National Academies [48], [49]. Nor is it one that is
ignored by Congress, which has legislated tight con-
trols over Census and other federally-collected data,
or by federal agencies, which have implemented those
controls. The protection of the anonymity of Census
data is a topic discussed by several of our authors,
especially Magnuson and Ruggles, Genadek and Alex-
ander, and Anderson. The creation of a network of
Federal Statistical Research Data Centers, as men-
tioned by Anderson, is one mechanism that has pro-
tected data while facilitating research.5 That is where
the linked data that Genadek and Alexander describe
will reside when the process is complete.

Maintaining confidentiality protection in the face
of ever-increasing computational capacity and ever-
larger volumes of data that might be linked together
to reveal information that might put respondents at
risk is a subject of continuing debate among experts
in the fields of demographic research, computer sci-
ence, and related fields. It is already customary for
locational information to be perturbed when individ-
ual-level survey research is made publicly available in
order to avoid respondent identification. For the 2020
census, even aggregate data will have noise injected
in order to deter the identification of the individuals
who constitute small-scale aggregates [62]. Such
approaches promise to be a source of debate and
research innovation in the future.

FUTURE DIRECTIONS: NEW
TECHNOLOGIES AND THE RISE OF
BIOLOGICAL AND GENETIC
DEMOGRAPHY

Questions about privacy have become even more press-
ing with the emergence of biological and genetic demog-
raphy, made possible by new computational innovations
in the analysis of DNA and other biomarkers. Beginning
in the 1990s, contemporary demographic studies began
collecting biomarkers—indicators from blood and urine
samples, anthropometric measures, and field tests such
as cognition and grip strength—along with social infor-
mation, giving rise to biodemography. The initial focus of
biodemography was aging, a topic that received consid-
erable research funding through theNational Institute on
Aging [51]. Biodemography’s rise was accelerated by the
fact that fundamentally biological characteristics could

5htt_ps://www.census.gov/about/adrm/fsrdc.html
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be represented within existing datasets as a result of
rapid improvements in the speed of computation and the
development of new algorithms. The addition of bio-
markers to such panel surveys as the Health and Retire-
ment Study (HRS) and the National Longitudinal Study of
Adolescent to Adult Health (Add Health) expanded the
range of demographic research into biomedical territory
[74]. It also generated new questions about how to store
biological specimens and the information derived from
them [20]. As was the case with manuscript census
records, where preservation of paper forms on microfilm
facilitated the later extraction of additional data, the stor-
age of biological samples allows their reanalysis as tech-
nologies develop to extract different types of information.

The possibility of reanalyzing stored samples has
been a particular boon to genetic demography, as the
technology to identify more of an individual genome
at lower costs has developed rapidly over the past fif-
teen years [73]. Today, single nucleotide polymorphism
(SNP) arrays can genotype multiple individuals at hun-
dreds of thousands or even millions of points along
the genome. For each locus, a probe binds to specific
segments of the DNA, producing signals that are con-
verted algorithmically into inferences about each indi-
vidual’s genotype (for example AA or AT or TT) at each
locus [39]. A genome-wide association study (GWAS)
then assesses, for each locus identified by a SNP
array, whether an individual’s genotype is correlated
with the outcome in question, which could be height,
a disease state, or a socioeconomic measure like edu-
cational attainment or income [10]. The regression
coefficients can then be multiplied across a person’s
genome and summed to produce a polygenic score
(PGS), which is often interpreted as an individual’s
genomic propensity to experience a particular out-
come [41]. Long-running demographic panel studies
began to collect DNA samples in the early 2000s, and
have re-analyzed these samples as SNP array technol-
ogy has improved and as the price has fallen. While
SNP arrays provide researchers with potentially hun-
dreds of thousands or millions of new variables, GWAS
offers a kind of dimensionality reduction, making it
possible to summarize all of those SNPs in a single
PGS (for a specific outcome) that social scientists can
include in their models just like any other variable [31].
Today, HRS, Add Health, the Wisconsin Longitudinal
Study, and the Panel Study of Income Dynamics all
make a variety of PGS available to researchers, along
with all of the social and biometric data they collect.

Demographers have primarily used PGS to control
for genetic variation in order to better understand the
social world [13]. This type of research has shown (for
example) that people living in unsafe neighborhoods

are more likely to develop type 2 diabetes, even when
controlling for their PGS for the disease [56]. Similarly,
childhood socioeconomic status remains an impor-
tant predictor of educational outcomes even when
controlling for the PGS for educational attainment
[52]. Over the past five years, however, it has become
clear that PGS are not an accurate assessment of indi-
vidual risk for medical or social outcomes. GWAS are
conducted primarily on individuals with exclusively
European genetic ancestry, and PGS explain very little
of the variance in outcomes among people with non-
European genetic ancestry. Their use in clinical and
research settings (both biomedical and social) there-
fore threatens to perpetuate existing outcome dispar-
ities between differently-racialized groups [44]. Even
among individuals with exclusively European ancestry,
however, PGS capture only one source of genetic het-
erogeneity (SNPs), and they are irremediably con-
founded by environmental and social factors [9]. This
is particularly true of PGS for social outcomes, such as
educational attainment, or socially motivated behav-
iors, such as smoking [18]. Their use in social scientific
research therefore threatens to mask rather than
reveal the operation of the social world.

The problems with GWAS and PGS point to two
unique and related challenges associated with using
genomic data in demography, neither ofwhich can readily
be resolved by further technological innovation. Any
potential genetic effects on social outcomes are tiny, and
therefore require enormous samples to identify [11]. Sam-
ples that were considered large in social demography,
such as HRS and Add Health, each with around 20,000
respondents, are not nearly large enough for a GWAS.
GWAS for social outcomes therefore require pooling
data, not just from multiple cohorts, but from multiple
countries [50]. While some of these data sources, such as
HRS and Add Health, may have been representative of
some population (Americans over age 50 in the case of
HRS and Americans who were in high school in the 1990s
in the case ofAddHealth), the largest sources of genomic
data, such as the U.K. Biobank, are not representative of
any population [37]. Nor is the pooled sample. It is there-
fore unclear who is represented in GWAS and for whom
PGS are most predictive [47]. This is the first challenge.
The second challenge is that creating a nationally-repre-
sentative sample of genomic data in the United States
would require large-scale buy in, and possibly even the
same kind of legal compulsion involved in census-mak-
ing.6 Yet genomic data are highly identifiable, and if not
very well protected could make research participants

6For the concept of “census-making,” see Curtis [16].
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and their family members vulnerable to criminal prosecu-
tion and various new forms of discrimination, along with
all of the existing forms.

These advances will continue to increase opportuni-
ties for research that will improve our knowledge of
demographic processes and the human condition more
generally, but we will also need to use existing expertise
in the social sciences and humanities to ensure that
emerging technologies do not harm research subjects,
particularlymembers of groupswho have historically sac-
rificed the most and benefited the least from research in
the human sciences. Our contributors point the way to
understanding both the history of these interconnected
fields andways that theywill help us in the future.
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