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Challenges of Large-Scale Data Processing
in the 1990s: The IPUMS Experience
Diana L. Magnuson and Steven Ruggles, Institute for Social Research and Data Innovation, University of
Minnesota, Minneapolis, MN, 55455, USA

When it was launched in 1991, the Integrated Public Use Microdata Series (IPUMS)
project faced a challenging environment and limited resources. Few datasets were
interoperable and much data collected at great public expense was inaccessible to
most researchers. Documentation of datasets was nonstandardized, incomplete,
and inadequate for automated processing. With insufficient attention to
preservation, valuable scientific data were disappearing (see Bogue et al., 1976).
IPUMS was established to address these critical issues. At the outset, IPUMS faced
daunting barriers of inadequate data processing, storage, and network capacity.
This anecdote describes the improvised computational infrastructure developed in
the decade from 1989 to 1999 to process, manage, and disseminate the world’s
largest population datasets. We use a combination of archival sources, interviews,
and our own memories to trace the development of the IPUMS computing
environment during a period of explosive technical innovation. The development of
IPUMS is part of a larger story of the development of social science infrastructure in
the late 20th century and its contribution to democratizing data access.

The U.S. Census Bureau played a key role in the
development of computing technology. The
two leading computer companies of the middle

decades of the 20th century—IBM and Remington
Rand’s UNIVAC division—had roots as data process-
ing companies that built equipment for the Census
Bureau, and the Bureau indirectly funded the develop-
ment of the first commercial computer beginning in
1946 [26].

The 1960 census was fully computerized, and the
Census Bureau began to publish data in machine-
readable form. In 1962, the Census Bureau introduced
the first machine-readable microdata file, a one-in-
1000 sample of households drawn from the 1960 cen-
sus. Following the 1970 census, the Census Bureau
greatly expanded the quantity of microdata, providing

six 1% samples from the 1970 census—a 60-fold
increase compared with 1960.

After the 1970 samples were released, the Census
Bureau contracted to produce a new version of the
1960 microdata, expanded from 1-in-1000 sample den-
sity to 1-in-100. The 1960 work was carried out by the
Data Use and Access Laboratories (DUALabs), another
Census Bureau spin-off, which made the decision to
adopt the coding schemes and record layout that had
been used for the 1970 samples [24].

The availability of two compatible census years led
to an explosion of research in the 1970s on social and
economic changes over the course of the 1960s. The
pair of microdata samples became essential tools of
American social scientists. It was in this climate that
two demographers proposed extending the data
series backward by digitizing census microdata from
earlier years. The enumeration manuscripts for the
1900 census were made accessible to scholars by the
National Archives and Records Administration in 1972.
Between 1976 and 1980, demographer Samuel Preston
of the University of Washington directed a project
funded by the National Science Foundation (NSF) to
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create a one-in-750 sample of the 1900 census. Halli-
man Winsborough, a demographer at the University of
Wisconsin, independently came up with the idea for
creating samples of the 1940 and 1950 censuses. The
1940 and 1950 censuses were still protected by census
confidentiality rules, so the samples were created
within the Census Bureau between 1978 and 1984 with
funding from an NSF grant. Preston moved to the Uni-
versity of Pennsylvania in 1979 and, with the release of
the 1910 census manuscripts in 1982, he led a project
between 1983 and 1989 to create a sample of the 1910
census with funding from both NSF and the National
Institute of Child Health and Human Development
(NICHD) [8], [10], [30], [34], [38], [39].

At the University of Minnesota, the use of com-
puter technology to understand historical transforma-
tions through quantitative methods began in the
decade between 1976 and 1985, the same period that
the first historical microdata samples were being cre-
ated. During this era, academic computing at the Uni-
versity was centralized on a mainframe computer in
the nearby suburb of Lauderdale, Minnesota. Although
punch cards remained the primary means of creating
datasets, interactive computing through teletype
machines became available in the mid-1970s [17], [36].

Historical demographers Robert McCaa (hired in
1974), Russell R. Menard (hired in 1976), and Steven
Ruggles (hired in 1984) undertook collaborative work
that contributed to the expansion and redefinition of
social science data infrastructure. All three had been
working with historical census microdata since the
mid-1970s, using card punches to digitize historical
enumeration manuscripts from Ramsey County, Min-
nesota (Menard) [4], Parral, Mexico (McCaa) [15], and
Lancashire, England (Ruggles) [19].

By the mid-1980s, the limitations of the mainframe
computing system for large-scale historical datasets
were apparent. Shortly after he arrived at Minnesota,
Ruggles began working on the Control Data Corporation
CYBER mainframe computer using the newly created
1940 Public UseMicrodata Sample. He used theNetwork
Operating System “COPY” command to transfer the data
files from a temporary disk to a permanent one. The
charge for executing that single command was $500,
using up half of his annual allocation of computer time.1

To avoid the high cost of the centralized computer
system, the historians turned to microcomputers.
McCaa had been a microcomputer enthusiast since
they were introduced in the 1970s and by the early

1980s was using microcomputers for census data
entry in Mexico [15], [16].2 In 1985, Menard and Ruggles
established the History Micro-Computer Lab—later
known as the Social History Research Laboratory
(SHRL)—with a grant from IBM. The lab initially had
two IBM computers, but soon expanded to five, includ-
ing the latest model, the IBM PC/AT. SHRL obtained
and made available a wide range of historical datasets
for teaching and research.

During the 1985–1986 academic year, wemade
available for classroom use: a large national
sample from the 1900 federal population
census; data from the population and
agricultural census schedules for rural Ramsey
County, Minnesota, for 1860 through 1880;
biographical information on 1500 graduates of
Yale College in the eighteenth century; and
information on basic demographic parameters
of early America that permits exploration of how
migration and vital rates interacted to shape the
growth of population. During 1986-87, we
developed additional data sets, particularly
censusmaterial from northernMexico during
the late eighteenth and early nineteenth
centuries; European family reconstitution data
from 1600 to 1800; and evidence on the family
budgets of industrial workers in Germany and
the United States during the 1890s; national
samples of the federal census for the years 1910,
1960, 1970, and 1980; and census returns for the
Red Lake, Minnesota Indian Reservation for
1900 and 1910 [35, pp. 70–71].

The 1900, 1910, 1960, 1970, and 1980 census samples
made available in the SHRL were not the full samples,
since the full datasets were far too large to be used on
a microcomputer. Rather, they were tiny subsamples,
with 2100 households (6000 to 10,000 persons) from
each census. The earliest complete microdata sample
was transferred to a microcomputer in 1987, when
graduate student Ron Goeken was assigned the task
of breaking the 1900 public use sample into pieces
small enough to fit on floppy disks. Goeken then copied
the files to Ruggles’ microcomputer and reassembled
them. The full sample was just under 10MB, consuming
half the computer’s available disk space.3

1Steven Ruggles, interviewed by D. L. Magnuson, University of
Minnesota, Jan. 9, 2014.

2Robert McCaa, interviewed by D. L. Magnuson and S. Rug-
gles, University of Minnesota, Dec. 6, 2021.
3Ronald Goeken, interviewed by D. L. Magnuson, University of
Minnesota, Oct. 3, 2013; Ronald Goeken, interviewed by D. L.
Magnuson and S. Ruggles, University of Minnesota, Oct. 6,
2021.
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Ruggles had close connections to the Preston and
Winsborough census projects. He was an undergradu-
ate at the University of Wisconsin in 1978 when the
1940–1950 project was launched, and he was a post-
doc there in 1984 when it was completed. In between,
he was a graduate student at the University of Penn-
sylvania during the creation of the 1910 project, and he
was among the earliest users of the 1900 microdata
sample, which formed the basis for much of his disser-
tation research.

By 1989, Preston and Winsborough had both
decided that they were done with census digitization
projects, and they were happy to share their grant
proposals. Borrowing the strongest parts of those,
Ruggles and Menard sought NICHD funding to create
a 1-in-500 public use microdata sample of the 1880
U.S. census [12], [27], [29].

The 1880 census was the first to collect data on
marital status, family relationships, and parental
birthplaces, making it especially useful for studies of
household composition, fertility, and nuptiality [27].
Ruggles’ research focused on long-run changes in
family and household composition, including multi-
generational households, boarding and lodging, single
parenthood, and living alone. Even though the Census
Office began collecting full information on family and
household composition in 1880, it did not publish any
statistics on the topic until 1940, and only a few rudi-
mentary measures thereafter. The series of microdata
files, therefore, offered unprecedented opportunities
to examine changes in families and households for
the country as a whole. Since the 1880 Census was
the first to identify family relationships and marital
status, it made a natural starting point for studies of
long-run family change.

The 1880 proposal earned a priority score in the top
1%. The reviewers had one major reservation: They felt
that the sample size was too small. Accordingly, the
panel recommended funding only if the proposal were
revised from the proposed 1-in-500 density to 1-in-100,
with an appropriate adjustment of the budget. Ruggles
andMenard enthusiastically agreed tomake the change.

According to Ruggles, he and Menard did not know
if “the first one [1880] would fly,” but once it did, they
were confident that they could secure funding and “fill
in the rest.”4 Their confidence was not misplaced: Fed-
eral funding for the creation and dissemination of new
samples for the 1850, 1860, 1870, 1900, 1910, 1920, and
1930 censuses came to the University of Minnesota
between 1992 and 2002.

TECHNOLOGICAL ENVIRONMENT,
1989–1994

The University of Minnesota history department
shared access to the Social Science Research Facili-
ties Center (SSRFC) with other social science depart-
ments at the university. Located on the West Bank in
the basement of Blegen Hall, SSRFC was organized in
the 1964–1966 biennium and designed to facilitate
and support research at the university [37]. SSRFC
was designed to provide access to the mainframe
computer in Lauderdale (approximately 5 mi/8 km
from Blegen Hall), and housed keypunch machines, a
card reader, a line printer, and a punch card sorting
machine. As interactive computing became feasible in
the later 1970s, SSRFC installed computer terminals;
in the 1980s, SSRFC added a PDP-10 minicomputer
and nine-track tape drive.5

SSRFC staff provided essential technical comput-
ing support for the 1880 census project (and subse-
quent census projects) and the Integrated Public Use
Microdata Series (IPUMS) during the 1990s.6 To com-
plement the microcomputers in the History Depart-
ment’s SHRL, Ruggles and Menard began to assemble
the computational infrastructure necessary to sup-
port the 1880 PUMS project.

The 1880 Public UseMicrodata Sample grant (1989–
1994) provided funding to purchase motorized Dukane
35-mm microfilm readers, data entry equipment, data
processing equipment, and software. Computer Mar-
keting Corporation 80386 microcomputers for data
entry were selected through a competitive bidding pro-
cess. Workstations were connected by a 2-Mb Ethernet
to a Sun SPARCstation file server and a 9-track tape
unit. Microcomputers configured as data entry termi-
nals were directly networked with the Sun, which elimi-
nated file transfers via modem or floppy disk. Graduate
research assistant Bill Block owned a drill and came in
one evening to drill holes through the concrete-block
walls of four adjacent offices to connect the data entry
terminals with the SPARCstation [11].7

Office space was provided by the History Depart-
ment at the University of Minnesota, where the proj-
ect was initially located. The 1880 project was

4Ruggles interview, Jan. 9, 2014.

5Phil Voxland, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Oct. 21, 2021. John Easton, inter-
viewed by D. L. Magnuson and S. Ruggles, University of Min-
nesota, Oct. 21, 2021.
6Phil Voxland, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Oct. 21, 2021. John Easton, inter-
viewed by D. L. Magnuson and S. Ruggles, University of Min-
nesota, Oct. 21, 2021.
7William Block, interviewed by D. L. Magnuson, University of
Minnesota, Dec. 19, 2013.
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allocated a corner office to start. Graduate research
assistants also made use of Ruggles’ office, conve-
niently adjacent to the corner office. As the project
work expanded in the early 1990s to include 1850 and
1920 PUMS and IPUMS, a second office was allocated
by the department at the opposite corner of the same
hallway; this space was used exclusively by graduate
research assistants. The space was extremely tight
(see Figure 1). The first SPARCstation server was
named “legohead” because space was so crowded
that graduate students should have had Legos on
their heads so they could sit on top of one another
[13], [14]. There was no funding for office furniture, so
project personnel obtained old furnishings from the
university’s warehouse, with most items dating back
to the 1940s or 1950s. Graduate research assistant
Dan Kallgren remembered,

“We ended up getting stone-lined fireproof
cabinets that were designed to hold index
cards, but they were perfect for holding boxes
of microfilm reels. The cabinets weighed
hundreds of pounds apiece. We somehow
manhandled them onto the back of my pickup
truck and brought them over to the Social
Science Tower... and we ended up with this
weird collection of desks and stuff for the
research assistants’ office.”8

In the 1990s era of computing technology, one
could not separate the room from the technology.9

The data entry operators (DEOs) were civil servants,
and each had a designated desk with a desktop com-
puter and microfilm reader. Because office space was
tight, DEOs shared their workspace with graduate
research assistants associated with the historical cen-
sus projects. The workstations for graduate research
assistants (RAs) were undesignated spaces that were
used at all hours of the day and night for their work to
verify the data and research procedural histories. It
was understood that anyone could use any worksta-
tion, but in practice, grad RAs tended to make use of a
favorite spot based on the time of day they were in
the office. Shared office space created a productive
synergy between and among DEOs and graduate
research assistants (shown in Figure 2).

With a couple of exceptions, most graduate stu-
dents arriving in the history department had limited
computer experience. Lisa Dillon, Diana Magnuson,
and Dave Ryden remember a supportive office culture
of shared learning around computing skills and data
construction. Graduate research assistants learned
how to use the software from each other. Lisa Dillon
recalled,

“I learned what I learned by sitting next to
people and people showing me... it was [Matt]

FIGURE 1. Graduate Research Assistant Office, 1993.

8Daniel Kallgren, interviewed by D. L. Magnuson, University of
Minnesota, Oct. 31, 2013.

9Lisa Dillon, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Feb. 4, 2022.
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Sobek who showed me what a spreadsheet
was and how it worked.”

Todd Gardner trained Diana Magnuson in the use
of Norton Commander, a file-managing tool. Being “in
the room where it happens” was critical to quickly skil-
ling up and becoming a productive and creative mem-
ber of the historical census projects and IPUMS. As
evidence of this early era of computing technology,
several members distinctly remember the very first
electronic mail they saw and sent; an email exchange
with Steve Ruggles, checking in on the grad RAs while
he was on sabbatical in England in the spring of 1990.10

In addition to their data production tasks, graduate
research assistants carried much of the administrative
load in the early years of the 1880 project through the
launch of IPUMS in the early 1990s. The history depart-
ment was not accustomed to grant administration and
did not have adequate capacity to meet the growing
administrative needs of the projects. History depart-
ment personnel were available for guidance and trou-
bleshooting, but day-to-day administrative details were
carried out by graduate research assistants in consul-
tation with Ruggles and Menard. At the startup of the
1880 PUMS project, Dan Kallgren managed administra-
tive duties that included coordinating purchasing
most hardware and software assets for the project.

Additionally, he researched used commercial coffee
makers, made his purchase from a restaurant supply
company in St. Paul, and transported the large coffee
maker, strapped to the back of his bicycle, back to the
Social Science Tower on the West Bank. Coffee fueled
DEOs, graduate students, and faculty alike, and the
machine served as the locus of a community building
and gathering space. David Ryden administered tasks
related to the 1920 PUMS project, which began in 1993.
Ryden also had a bicycle, and this came in handy for
the many trips he made back and forth across campus
to obtain signatures and drop off forms related to his-
torical census project contracts. Beginning in the fall of
1995, Cathy Fitch gradually assumed a variety of IPUMS
project administrative responsibilities. The procedural
history was largely researched by graduate research
assistants Diana Magnuson and Miriam King, a post-
doc at the university’s Hubert H. Humphrey Center for
Public Affairs. Thus, the computational and procedural
infrastructure that developed in the 1990s was admin-
istered by graduate research assistants taking on a
variety of responsibilities necessary to processing,
managing, and disseminating what would become the
world’s largest population data collection.11

Software development for the 1880 PUMS was the
top priority as the project got underway. Microcom-
puters were used for data entry, post-entry data con-
sistency checking, and verification. The data entry
software was the Integrated System for Survey

FIGURE 2. IPUMS Staff, 1996.

10Kallgren interview, Oct. 31, 2013; David Ryden, interviewed
by D. L. Magnuson and S. Ruggles, University of Minnesota,
Jan. 24, 2022; Catherine Fitch, interviewed by D. L. Magnuson,
University of Minnesota, Jun. 16, 2015; Dillon interview, Feb. 4,
2022.

11Kallgren interview, Oct. 31, 2013; Ryden interview, Jan. 24,
2022; Fitch interview, Jun. 16, 2015.
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Analysis (ISSA), which had been developed by West-
inghouse for processing the Demographic and Health
Surveys [6]. Unlike competing data-entry software, all
the individual-level information for a dwelling could be
included on the screen simultaneously. This meant
that the DEOs could see the individual-level informa-
tion for the entire dwelling while entering the data for
each individual. The software had extensive capabili-
ties for real-time consistency checks between fields;
for example, it could be set up to require that married,
divorced, or widowed persons were of marriageable
age.

The ISSA software had significant drawbacks. The
system required extensive programming. It was awk-
ward to navigate between data entry fields except in a
fixed sequence. The 1880 project sought to capture
long alphanumeric strings verbatim to ensure minimal
information loss, and ISSA did not handle long strings
well. There were few string handling functions, and
forms with many long strings were unstable and fre-
quently crashed [3], [6].

As work progressed, it became apparent that
microcomputer memory capacity was insufficient to
carry out the final recoding of string variables into
numeric codes. Post-entry data processing was thus
shifted to the Sun UNIX workstation, which was
faster and had more memory and storage capacity
[6]. This operation relied on FORTRAN-77 programs
and data dictionaries containing all the alphabetic
entries transcribed by DEOs and their corresponding
numeric codes as classified by graduate research
assistants [6].

As the 1880 project was underway, Ruggles and
Menard obtained additional funding to launch proj-
ects to create samples of the 1850 census in 1992
and the newly released 1920 census in 1993 [23],
[28]. The 1850 project continued to use the ISSA
data-entry software, but ISSA could not accommo-
date the expanded length of the 1920 records. After
an extensive search for appropriate commercial
software, the 1920 investigators decided to develop
customized data-entry software using Microsoft C
and Liant Software’s C-scape. This approach allowed
design of screen forms that mirrored the manuscript
enumeration form. In addition to developing an intu-
itive screen layout, interactive data consistency
checking for string and numeric data was built into
the program [6].

FIRST IPUMS PROJECT 1992–1995
By 1991, 10 machine-readable public use microdata
samples covering the decennial censuses from 1880

and 1990 (1850, 1880, 1900, 1910, 1940, 1950, 1960, 1970,
1980, and 1990) were publicly available or under devel-
opment. Use of the PUMS as a time series was
impeded by incompatibilities: They were created at
different times by different investigative teams, result-
ing in different formats, different documentation, dif-
ferent record layouts, and different coding schemes.
The only exception was the 1960 and 1970 samples,
because the new version of the 1960 sample created
in 1973 had been redesigned to share the same coding
and layout as the 1970 samples.

To enable an analysis of long-run family change,
between 1985 and 1989, Ruggles developed a set of
FORTRAN programs that recoded selected variables
into a common format across the available census
samples, created subsets of the samples that were of
manageable size, and pooled multiple censuses into a
single file [33].12 This first effort at making variables
compatible across data sets had liabilities. Initially,
the guiding principle when combining the samples
was a “lowest common denominator” approach [24,
p. 1405]. Only a small subset of variables was con-
verted into the common codes. The result of this
method was a significant loss of information, which
meant that customization of the programs was usually
necessary to meet the requirements of any specific
research project [24].

Despite the limitations, there was considerable
demand for custom-designed, consistent-format cen-
sus microdata to meet the research and teaching
needs of the university’s graduate students and fac-
ulty, as well as a few researchers from other institu-
tions. By 1991, SHRL had a server dedicated to
common format extracts that ran nearly continuously
to meet researcher demand. The source data were
stored on a set of Write-Once Read Many disks read
by an IBM 3363 optical drive. Extracts for a subpopula-
tion across all eight existing census samples required
up to a day to process, and the SHRL was preparing
about 25 such extracts per month [24].13

In 1991, Ruggles proposed to the NSF to create a
single integrated series that would “maximize compa-
rability and minimize information loss” across the
eight public use microdata samples [20], [21], [22], [33,
p. 103]. Ruggles also anticipated adding data for the
remaining publicly available census years (1860, 1870,
and 1930), thus “constitut[ing] a resource of unprece-
dented power for the study of long-term social

12Todd Gardner, interviewed by D. L. Magnuson, University of
Minnesota, Oct. 24, 2013; Matthew Sobek, interviewed by D.
L. Magnuson, University of Minnesota, Oct. 10, 2013.
13Sobek interview, Oct. 10, 2013.
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change” [22]. Ruggles remembers the moment he went
into the History Department lounge on the sixth floor
of the Social Science Tower and said, “IPUMS! Inte-
grated Public Use Microdata Series! Isn’t that a great
idea?” The response from the graduate research assis-
tants was not enthusiastic.

“What a terrible name! You can’t call it that!”
According to Ruggles, “It was universal;
everyone thought it was just a horrible name. . .
It wasn’t a bad idea to propose, just a terrible
thing to call it.”14

The 1991 NSF IPUMS grant proposal outlined four
steps for

“convert[ing] the public use sample series into
a single coherent form: 1) planning and design
of record layouts, coding schemes, and
constructed variables that maximize
comparability and minimize information loss;
2) software development for reformatting,
recording, constructing new variables,
consistency checking, and allocation of missing
and inconsistent data; 3) data processing of
approximately 65 million records; and
4) preparation of an integrated set of
documentation for the entire series of
datasets, including a general user’s guide, a
volume of procedural histories, and a volume
on technical characteristics and error
estimation” [22].

IPUMS succeeded because of two key technical
innovations of the early 1990s: 1) In 1991, IPUMS intro-
duced the first structured metadata system for data
integration; and 2) in 1995, IPUMS produced the first
interactive web-based system for creating customized
pooled datasets.

The IPUMS software was designed to be driven
entirely bymachine-processablemetadata. The project
adopted what is now known as a data warehousing
approach, which transforms data from heterogeneous
sources into a single schema. The key metadata ele-
ment underlying the process was called a “translation
table.” A separate translation table was prepared for
each variable in the system; an excerpt of the transla-
tion table for the “Relationship” variable appears in
Figure 3. The top of the translation table provides the
input column locations for variables for each source
dataset. For example, in the original 1880 dataset, the
relationship variable was on the person record and ran

from column 21 to column 23. The additional input field
refers to the location of data quality flags in the original
data, which provide information about missing or
inconsistent responses.

The rest of the table has a row for each relation-
ship code. On the left are the IPUMS labels for each
category and the standardized IPUMS code. The
IPUMS code comes in two parts: The first two digits
are a lowest common denominator designed to be
consistent across all samples, and the second two dig-
its provide additional detail available in a subset of
censuses. This composite coding system provides
interoperability without losing information. The input
codes are on the right of the table, with separate
codes for each census year. For example, the Head/
Householder category was coded 100 in the 1880–1910
censuses, 0199 in 1940, and 000 in 1980. In addition to
the translation tables, other machine-processable
metadata components specified the order in which
variables were to be processed, the names and loca-
tions of input and output data files, and the record lay-
out of output files [9].

Metadata-driven data integration was amajor inno-
vation. Prior data harmonization efforts used statistical
packages or software code to recodemultiple datasets
into a common coding scheme. Such systems were
cumbersome to program and difficult to maintain. The
translation table provided a visual representation of
recodes across all datasets simultaneously that greatly
simplified the design of integrated codes. The system
made it simple to develop tests of internal consistency

FIGURE 3. Translation table.

14Ruggles interview, Jan. 9, 2014.
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of the recodes (e.g., each input code must correspond
to just one output code) and to ensure that all values
encountered in the data appear in the translation
tables. Without structured machine processable meta-
data, it would have been far more expensive to build
the initial IPUMS or to expand it to cover additional
data sources.

The second major IPUMS innovation was the inter-
active web-based data extract system. The extract
system was made possible by the timing of the IPUMS
project coinciding with the rapidly changing comput-
ing environment of the early 1990s. When IPUMS was
proposed, few social scientists had access to the
Internet, and the World Wide Web existed only on a
single computer in Switzerland [5]. Data transfers in
that period were accomplished by sending physical
media through the mail, usually 10.5-in (26.67 cm) 9-
track reel-to-reel tapes.

The original IPUMS proposal called for the pur-
chase of 450 of these tapes. A third of the tapes were
needed to hold one copy of the full set of census
microdata in its original format. Another 150 tapes
were needed to hold the transformed data in IPUMS
format. Finally, the last 150 tapes were needed to send
one copy of the IPUMS-format data to the Inter-uni-
versity Consortium for Political and Social Research
(ICPSR) at the University of Michigan, which would
handle the dissemination by sending copies on 9-track
tapes to institutions around the country [22].

In the end, the IPUMS project purchased no tapes.
In 1992 and 1993, data archivist Ann Gray at the Cor-
nell Institute for Social and Economic Research made
the Census Bureau microdata samples available for
download through an anonymous file transfer protocol
(FTP) server, a program that made it possible for out-
siders to log on and download data. The IPUMS team
was able to directly download the files over the Inter-
net without using any tapes.

When it came time to disseminate the IPUMS data,
the same technology was used. Instead of sending the
data to ICPSR on 9-track tables, IPUMS set up an
anonymous FTP site to disseminate the data [1], [33];
the first IPUMS dataset was downloaded on Novem-
ber 19, 1993.

On November 11, 1993, eight days before the first
IPUMS Internet download, an undergraduate from the
University of Illinois released the first successful web
browser for a PC: NCSA Mosaic 1.0, thus opening
broad access to the World Wide Web [18]. The first
IPUMS website (see Figure 4) appeared 16 months
later, one of the first 15,000 websites created. The
initial IPUMS website offered the same functionality
as the IPUMS FTP site: Users were able to

download data and documentation files by clicking
on them.

The largest file available in the 1993 version of
IPUMS—the 1990 1% sample—was 163 MB. Files of
that size were difficult to reliably transfer over the
Internet and most social scientists found that scale of
data challenging or impossible to store or process. To
analyze changes over the entire period from 1850 to
1990—which was after all the point of the IPUMS—
one would have to download the entire data series,
775 MB, and subset and merge the files to analyze
change over time. Only investigators at major universi-
ties had the infrastructure to handle data on this scale
[31], [32].

As noted, the SHRL had been creating customized
harmonized data extracts for five years prior to the
development of IPUMS. These extracts used a FOR-
TRAN program to select specific variables and popula-
tion subgroups needed to conduct a particular analysis
and read the data from multiple files to produce a
pooled extract with data from multiple censuses. Few
users had the storage capacity or processing power
needed to handle the very large public use microdata
samples in their original form, so the process of

FIGURE 4. First IPUMS website, March 1995.
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selecting variables, subsetting, andmergingwas essen-
tial tomake the data usable.

The unlikely catalyst that broke this bottleneck
was fantasy football. Graduate research assistant
Todd Gardner, whose responsibilities were primarily
coding and software development, was also commis-
sioner of the graduate research assistants’ office fan-
tasy football league. Gardner was learning to use the
Perl language to develop a Web application that pro-
duced box scores and fantasy football standings in a
web output.15 Unlike virtually all websites of the era,
Gardner’s fantasy football system was truly interac-
tive: Users made a series of selections on a web form
and the software then constructed a new customized
web page based on those selections. When Gardner
showed Ruggles his fantasy football website, they rec-
ognized the potential to adapt the system to create a
web-based interactive front end that could operate
the FORTRAN data extract program, allowing outside
users to design their own customized datasets.

FIGURE 5. IPUMS data access system, 1995. Step 1. FIGURE 6. IPUMS data access system, 1995. Step 2.

FIGURE 7. IPUMS data access system, 1995. Step 3.15Gardner interview, Oct. 24, 2013; Sobek interview, Oct. 10,
2013.
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Gardner initially estimated that it would take him “a
couple of weeks” to transform his fantasy football pro-
gram into the front end of a data extract system, but
the task was harder than he anticipated. It took Gard-
ner approximately six months before the inaugural
launch of the website in November 1995, and thereaf-
ter, the system was in a continuous cycle of refine-
ment for the next few years [31]. Unlike the early FTP
dissemination system and the early IPUMS website,
which required a download of entire census samples,
the data extraction system allowed researchers to
customize their data request to meet their research
questions and computing capacity. Researchers fol-
lowed prompts to select only those subpopulations
and variables needed for their analysis and the output
was a single data file containing multiple census years
with identical custom record layouts [7], [31], [32]. A
key element of the extraction system was the user
interface that was developed using Perl and Java-
Script. The expertise of SSRFC staff member John
Easton was the key to untangling some logistical
snarls in the computing process. The major design
goal was “to make extractions easy while retaining
maximum flexibility for users.”16 At the IPUMS landing
page, users were guided through a step-by-step pro-
cess to make selections about sample, variable, and
case characteristics (see Figures 5–7). In 1996, the web-
site was refined to accommodate fully automated
online registration and dynamic pages generated from
user selections and metadata. Between April 1995
(when the data extract system went live) and 1999, the
system processed 10,000 data extract requests [32].

The convergence of increasingly fast and affordable
personal computers; the expansion of access to UNIX
workstations across universities; and the development of
the Internet and the World Wide Web facilitated the dis-
semination of historical census data. The Internet allowed
IPUMS to bypass physical dissemination of the data and
the World Wide Web made it possible to customize and
automate data extraction in an online environment.

A technological constraint parallel to the dissemi-
nation of historical census data was the creation and
dissemination of integrated documentation. The sheer
volume and inconsistency of the documentation
across public use samples made its use unwieldy at
best. Early IPUMS documentation, approximately 800
pages in length and contained in 61 separate files, was
available in a downloadable Word for DOS 6.0 format.

A printed version of the documentation was available
for purchase at $30 (see Figure 4). In 1996, Ruggles
and Menard obtained funding to convert the docu-
mentation into hypertext format accessible on the
World Wide Web. The hypertext documentation was
integrated into the extract system, enabling research-
ers to make informed choices about the samples they
were requesting [31].

IPUMS 1996–1999
As the decade progressed, steadily expanding funding
from both the NSF and the NICHD continued to sup-
port the creation of samples for additional censuses
to extend IPUMS [24]. The growth of the census proj-
ects stretched the physical space and computing
capacities where the data integration work took place.

During this period, the projects occupied three sep-
arate spaces on theWest Bank of the University ofMin-
nesota. As noted above, the Social History Research
Lab began in space provided by the History Depart-
ment. As the number of census project expanded, the
department ran out of space. Desperate, and finding
no on-campus solutions from the College of Liberal
Arts, Ruggles recalled discovering that

“you can convert grants from on-campus to off-
campus. . .If I had money, I could rent space. So,
I arranged to rent space and then I just
transformed three grants from being on-
campus to being off-campus. . .Because we
[had] just moved, we were able to shift money
from indirect cost to direct costs. And so, we
had more money available, and we were
allowed to spend it on rent.”17

The projects thus rented space in theCedar-Riverside
People’s Center, a block from the campus. In addition to
the census projects, the building housed a free medical
clinic, a veterinary clinic, a gymnasium featuring nude vol-
leyball, community theater instruction in theatrical com-
bat, anda variety of “alternative”organizations. According
to DEO Dianne Star, working at the People’s Center was
“interesting, to say the least,” with “all sorts of people
going in and out” of the building.18 The project also found
space in scattered on-campus locations. Data entry, data
cleaning, processing, dissemination, and administrative
functions were simultaneously carried out in buildings
basedonphysicalfit rather than function.

16Todd Gardner, interviewed by D. L. Magnuson and S. Rug-
gles, University of Minnesota, Oct. 7, 2021; Easton interview,
Oct. 21, 2021.

17Steven Ruggles, interviewed by D. L. Magnuson, University
of Minnesota, Jan. 9, 2014.
18Dianne Star, interviewed by D. L. Magnuson, University of
Minnesota, Sep. 26, 2013.
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The People’s Center was a particularly challenging
work environment for technical rather than social rea-
sons. Initially, even basic phone service was problematic
[13].19 Dial-up modems were used to transfer data, but
they were frustratingly slow and unreliable. A thinnet net-
work connection was explored, but the $80,000 cost was
prohibitive.20 The solution was a wireless link connected
by point-to-pointmicrowave antennas. One antenna dish
was located on the 12th floor of the Social Science Tower
in the Political Science Department’s computer lab; the
other was positioned on the roof of the People’s Center
(0.2 mi/0.3 km away). Tom Lindsay, a graduate student
liaison between SSRFC and the Social History Research
Lab, had a table saw in his garage and built the frame to
support the antenna mounted on the People’s Center. A
six-foot copper spike was buried next to the building with
a copper wire run up the side of the building to ground
the antenna. The Ethernet connection was threaded
down through a skylight into theworkspace.21

With the success and enthusiastic response by social
scientists to the 1995 release of IPUMS, federal funding
was obtained to launch a “comprehensive revision” of
the database in 1998. Numerous variables were added,
coding schemes were “improved and rationalized,” and
“virtually” all missing and illegible data were allocated
through logical editing and “hot deck” probabilistic edit-
ing procedures. Furthermore, preliminary samples of
1860 and 1870 and an “expanded and improved” version
of the 1920 sample were integrated into the IPUMS data-
base. The extent of available documentation exploded
from an 800-page guide to 3000 pages in a five-volume
set [33]. As computing capacity increased and storage
costs decreased across the decade of the 1990s, what
once seemed out of reachwas becoming normal.

CONCLUSION
The IPUMSmodel provedhighly scalable. In 1999, IPUMS
expanded to incorporate data from censuses and sur-
veys covering 102 countries, providing information on
over a billion additional individuals. The North Atlantic
Population Project provided access to international his-
torical census data, including full-count census data
from six countries. IPUMS now covers U.S. and

international labor force surveys, time-use surveys,
healthmicrodata, and spatial population data.

IPUMS is now the world’s largest population data-
base, providing information describing more than three
billion persons as well as billions of data points describ-
ing the characteristics of places. The size of the data
collection is currently about four terabytes. When the
project was proposed in 1991, much disk storage would
have cost about $19.5 million in 2021 dollars. A decade
earlier in 1981, the same storage would have cost some
$2.6 billion, based on the cheapest prices for hard disk
space advertised in Byte Magazine. By 2001, the cost of
4 TB of the disk had declined to less than $14,000, and
today (in 2022) one can buy it for $69.99.

A convergence of technological advances over the
past four decadesmade IPUMS possible. Throughout the
1990s, IPUMSpushed the limits of whatwas possible with
the available computing resources. This involved impro-
vising workarounds of the constraints of data storage,
processing, and networking. IPUMS developed key inno-
vations around structured metadata for data integration
and web-based data access software. These innovations
made large-scale data integration feasible and allowed
users with limited computer capabilities to take advan-
tage of an enormous (for the time) data resource.

IPUMS was initially conceived primarily as a resource
for historical demography. The audience is now much
broader, with over 200,000 registered users from dozens
of academic disciplines. The largest contingent of users,
accounting for some40% of the total, are economists, fol-
lowed by sociologists, demographers, geographers, and
public health researchers. The availability of historical
and contemporary data in consistent format has contrib-
uted to a dramatic increase in qualitative historical
research across multiple disciplines [25]. Google Scholar
lists 26,700 books, articles, working papers, and disserta-
tions citing IPUMS data, and a new paper appears
approximately every 3 h. Beyond the academy, IPUMS
has found substantial audiences in policy, planning, and
news organizations. By democratizing data access,
reducing redundant effort, and enabling investigators to
construct customized demographic datasets, IPUMS has
opened new research opportunities and stimulated new
discoveries.
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