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Abstract—Broadcasting capabilities are one of the most « whereto broadcast it, as popularity is typically location-
promising features of upcoming LTE-Advanced networks. How specific.
ever, the task of scheduling broadcasting sessions is fardm o ) )
trivial, since it affects the available resources of sevetaontiguous Such decisions must be taken in a clever way — broadcasting a

cells as well as the amount of resources that can be devoted tocontent that is not sufficiently popular implies wastinggoas
unicast traffic. In this paper, we present a compact, conveeint gpectrum resources, which could be used to serve ordinary, i

model for broadcasting in LTE, as well as a set of efficient nicaqt traffic. Of equal importance, and perhaps of a more
algorithms to define broadcasting areas and to actually pedrm

content scheduling. We study the performance of our algortims Challer]ging nature, _d(.acisions must be swift. o
in a realistic scenario, deriving interesting insights on he possible ~ Taking swift decisions concerning LTE broadcasting is

trade-offs between effectiveness and computational effency. difficult for several reasons. The most obvious is that the
l. INTRODUCTION elements to account for — potential content, associategddm

. unicast traffic — change rapidly over time. Furthermore, the
LTE and LTE-Advanced networks have been conceived aagcisions that have to be taken are complex: deciding to

designed for the purpose of facing an ever-increasing ddman : . .
. oadcast a content in a cell has far-reaching consequénces

for capacity. Indeed, smartphones and tablets are now fyll- ; . . )

. . : . . terms of interference on the neighboring ones. Finallyrehe
fledged entertainment stations, capable of displaying -hig )
. . . . are technology- and standard-related constraints to hermr

quality multimedia content — and their owners seem to love : .
. . ) . . goncerning the maximum amount of resources that can be
that. The days when the expression “mobile multimedia .
devoted to broadcasting.

referred to playing hiccup-plagued cat videos from YouTube Th luti hat h din the I f
are long gone; users demand low-latency multiplayer gami € so utions t at_ ave appeared in the literature S0 far
ave aimed at solving the problem of where massively-

I-ti id loadi d, i ingly, high-deifomit "
;?raea:,:;ﬁgw €0 tploading and, Increasingly, hig popular content should be broadcasied [4], [5]. In addit@n

Streaming is an especially challenging use case, in thatnﬁtwork co.nfiguration, significant att_ention has been ctﬁi/_ ot
requires both high speed and low latency. Too many us s schedu_llng and resource allocatidn [6]. Indee_d, in LTE
playing the same content can choke even a high-capacity tc_>adcast|ng, UEs can send feedback about their perceived

work such as LTE. Even high-capacity networks such as L-Iqéjality of service, and such information can be leveraged to

can have trouble supporting too many users playing the saﬁ'ngSt the scheduling over time. Finally, the white papefZin

stream. Several approaches have been proposed to taekle%?cr!pes an early implementation of L_TE broadcasting, and
challenge [1], [2]. In addition to general-purpose techieis its ablll.ty to improve the network capacity and perfprmance
such as heterogeneous networking, there is a proposeddeatu " this paper, we chart the path for the broadcasting of non-
of LTE that targets exactly the issue of real-time streamingMassively-popular content on LTE networks. Our contrititi
broadcasting The intuition behind it is simple: operators car$ twofold. First, we present a model for broadcasting in LTE
decide to devote a part of their spectrum resources to bro&§fworks. Simple and compact as it is, our model can capture
casting high-demand content. Users requesting the conttnt all thg de_C|S|_ons that have to been_taken, their conseqeence
be served without further increasing the network load, judf'd implications, and the constraints they are subject to.
as it happens with DVB television. Small-scale experimenf¥ter discussing the impracticality of solving such a model
involving broadcasting to mobile devices through LTE ha/® the optimum, we make our second contribution: a family
been successfully carried oufl [3], and mobile operators &&scheduling algorithms that are:
planning to employ this technology for massively popularsp  « effective, in that their output is close to the optimum;
events such as the Super BoWwl [3]. More specifically, opesato « efficient, in that such an output is computed in a short
have to decide: time;

« whetherto broadcast a certain content at all; « informed, in that they account for the consequence of

« whento broadcast it, accounting for its current (and scheduling decisions on unicast traffic, as well as for the

future) popularity; existing constraints.
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Finally, we assess the effectiveness of our algorithms in a3) Resources:Spectrum resources correspond to LTE re-

large-scale, realistic scenario. source blocks (RBs), and represent the usage we are making
The remainder of this paper is organized as follows. W& the LTE spectrum. For each content item, we know

describe how broadcasting is implemented in LTE standariii® amountp?, of resources needed to broadcast itemin

in Section[I). We present our model in Section Ill, and oucell c¢. Such an amount depends on both the content (e.g.,

algorithms in Sectiori IV. We study their effectiveness ithe video resolution) and the cell, e.g., propagation davs

Sectior[Y. Lastly, Section VI concludes the paper. experienced by its users.

The number of existing resources i, out of which at

Il. BROADCASTING INLTE . . .
has introduced timedi q mostr < R are available for broadcasting. This allows us to
3GPP has introduced MBMS (Multimedia Broadcast anr%present, e.g., the 6/10 limit discussed in Sediibn II.

Multicast Service) as a point-to-multipoint way to broasica

and multicast data to mobile users, in release[R6 [8]. In LT, - .

system, MBMS has evolved into enhanced MBMS, with thg Decision variables

introduction of Single-Frequency Networks (SFNs), inasle  We have two main decisions to take: which cells belong to
R9 [9]. All eNBs belonging to the same SFN transmit the sangach area, and which content is broadcasted in each area. To
information (the same bits) on the same carrier frequencigds end, we define two decision variables:

(licensed bands), in a synchronized fashion. This prevents, g pinary variable: € {0, 1}, expressing whether celle

interference within the same SFN. C belongs to area € A;
Each SFN can span multipleontiguouscells; the set of | 3 giscrete variablg, € M, expressing which content is
cells belonging to the same SFN is calld&BSFN area broadcasted in areac A.

(Multimedia Broadcast over SFN). The maximum number of

allowed MBSFN is 256 per geographical region. Furthermore, we define an auxiliary variabilg, expressing

Time multiplexing is another important aspect. A firs[he amount of resources we use for b.roadc.astmg within
constraint is that at most 6 out of 10 subframes can be used #¥2% < A. As discussed next, we need this var!able in order
broadcasting. Furthermore, UEs cannot be expected toveecdf account for technology and standard constraints.
data from multiple MBSFN areas at the same time. However, _

UEs can belong to multiple areas; it follows that the scheslulC- Constraints
of overlapping MBSFN areas cannot overlap. The first constraint we need to impose concerns the min-
lIl. SYSTEM MODEL imum amount of resources;,. If cell ¢ belongs to area,

. . . . . Le.,a¢ =1, then area must use enough resources to properl
Our model focuses on a single time frame, during which é&re:r% its content, to cell ¢: 9 property
o :

is reasonable to assume that aspects such as time variations

in content popglarlty and user mob!l|ty do not vary. Wlthout Ta>pl Na€ AceC:al =1, (I1.1)
loss of generality, we assume that in each broadcasting area

it is broadcast exactly one piece of content. This means thatNext, we account for the total amountof resources that
if we need to broadcast more than one content in the sagih be devoted to broadcasting. For each edlIC, the sum

cells, multiple areas will be created. of the z-values of the cells it belongs to cannot exceed
A. Building blocks
. re <71,VeeC. 1.2
1) Cells and areas:There are three main components of aeAZ;CZI ‘= (-2)

our system: cells, broadcast areas, and content.
Cells ¢ € C are standard LTE cells. We cal C C? the set Note that constrainE{IIT]2) also poses a soft limit to thener

that contains all pairs of neighboring cells; thius,c2) € £ of areas a cell can belong to.

if ¢; andc, are neighbors. To simplify the notation, we write  Finally, we have to deal with interference. The most con-

the set of neighbors of cefl asN* = {¢ € C: (¢,¢’) € £}. servative approach would impose that if a resource is used

Notice thatc is considered a neighbor of itself, i.e.c N°. by areaa in cell ¢, then it should not be used by any other

Also, in each celk there are a total ob/“ users. area overlapping either or any cell neighboring. A softer
Areasa € A are the broadcast areas that we create ap@nstraint is given by:

correspond to the MBSNF areas in LTE. To comply with LTE

limitations, it should bej.A| < 256. Clearly, the size of any Z Tq < 1,Ve€C. (11.3)
area cannot exceed the total number of cells in the regien, i. 0eU.s e pe {a€ds ag' =1}
la] <[C].

2) Content and popularity:We denote by m € M the Ascomplex as it looks, constraiht(Ill.3) has a simple magni
content items we may decide to broadcast, e.g., live eveats. for each celle, the areas to whicla or any of its neighbors
each cellec and content itemn, we know the popularityré,, belong should have enough resources available so that a
i.e., the number of users in cellinterested in content itemm  disjoint set can be scheduled. Recall thas included inA/©
at the current time. by definition.



D. Performance metric and objective A. Selecting the content

Intuitively, our goal is to set the.- andu-variables so asto  Here, we assume we already know the cell-to-area assign-
maximize the system performance. However, the definition afent, i.e., then-values for all areas € A and cellsc € C.
“system performance” is rather vague, and deserves a deeper task is to determine the contem} € M to broadcast in
discussion. each area.

Let us focus on a celk, with U¢ users within it. Also, = We proceed in a straightforward way, as summarized in
let A° = {a € A: aj = 1} be the set of areas belongs Algorithm [1. We begin by ranking areas by the number of
to, and M° = {u,,Va € A°} the set of content broadcastedisers interested in broadcastable content that they iaclud

therein. (line). Then, for each area starting from the biggest oree, w
We can identify three distinct groups of users: identify the viable content, i.e., content that can be beaated
« users that are served through broadcasting; to that area without violating constraift (Tl1.3) (liné FHinally
« users that would like broadcast-able content, but are r{ine(6), we select the viable content that maximizes thealle
served by broadcasting; performance, as defined in_(111.4).
« users that want to download unicast content. Notice that it is possible (ling 5) that the set of viable eorit

For each group of users, we can compute a satisfaction metifc®MPt, i-€., no content can be broadcasted in the area. A
Users that are served through broadcasting have satisf®ical reason for this is that all the 6/10 subframes afsigla
tion 1. The number of such users is given By, _ . 7 for broadcasting are occupied by other areas overlapping (o
: meMe “m* . . X . .

The remaining users are served through unicast. The pool"§ighboring) with the current one. In this case, we simply

resources that can be assigned to them is given by the tdtifceed with the next area.
amount R, minus the ones used by the area(s) that cell _ —
belongs to, minus the ones interfered by neighboring cell%lgor'_thm 1 Assigning content to areas
R=Ypeu v o1 Ta- Require: C, A, {ag}
. . c’eNe Fa — A . . .

With these resources, we have to serve the users that requéstsort a € A by no. of users interested in broadcasting
content inM \ M¢, i.e., not transmitted through broadcast. 2 for all a € A do
The total amount of resources needed by these users %  Viable_contentset— {m € M: (IL.3) holds}

D me M\ e TP+ By denoting the number of unicast users # if viable contentset= () then
and their resource request in celby ¢ andp¢, respectively, °: continue
the average number of satisfied users is given by: 6: Ha < arg DMXviable_conteanetVC

R - ZaEA: Zc’eNC ag/:1 La-

In Algorithm[1 we follow a greedy approach, i.e., we never

ZmeM\Mcﬂfnpfn T Tulu reconsider decisions once they are taken. This means that
Combining the above expressions, we can define the ffe have no formal optimality guarantee. However, starting
lowing performance metric: from the areas with the highest number of users interested in
broadcastable content, guarantees that any conflicts exiso
ve - Z 4 R—=3ca. S orene ad’ =1 Ta (111.4) in s_uch a way that the Iarge_st numper of users is satisfi_ed.
L m ZmeM\MC e pe, + mpe Finally, we remark that, while solving the MILP formulation

to the optimum in small-scale scenarios, we noticed that
Equation [(TIL.4) takes values betweénand the number of the selection of content, has a smaller impact on the
users on our topology, and it represents the average tafgstem performance than the cell-to-area assignmentthuss
number of satisfied users. preferable to employ a straightforward approach for silgct
content, as we did, and a more sophisticated solution for the
area formation.

As mentioned earlier, we have two main tasks to perform:

. assigning the cells to the areas; B. Forming the areas

« deciding the content to broadcast in each area. Different cells have, in general, different demand for dif-
Jointly tackling these tasks would require solving a MILRFerent content. Intuitively, the most straightforwardiaatone
problem that, as discussed above, is intractable for tEaliscould take is forming as many areas as there are cells, with
instances of the problem. each area comprising one cell. Two factors concur in renderi

Therefore, we resort to divide-et-imperaapproach[[I0], such a straightforward solution undesirable and, in theeggn
and decouple the two tasks. Specifically, we present a simptase, infeasible: the maximum number of areas that can be
efficient way to select the content, to broadcast in an created, e.g., 256, and the inter-area interference.
areaa given the cells belonging to it, i.e., theS values. The first aspect is clear: there is a hard limit on the number
We leverage such an assignment technique and reduce afuareas we can form. Inter-area interference is a bit more
scheduling problem to assigning cells to the area, i.etinget complex. As mentioned in Sectibn I, areas are implemenged a
the a-values. single-frequency networks; therefore, there is no interfee

IV. OUR APPROACH



between cells belonging to the same area. Neighboring ,aredgorithm 3 Grow approach
instead, are subject to interference; we model this throufequire: C

constraint[(TI[.3) in Sectiof DI. 1 A0
It follows that if we have two neighboring cells with similar 2: while True do
(albeit not identical) content popularity values,, it is often 3 c* - argmax.ec pr_create(c)

better to put them in the same area (and serve only the content  if |A] < AApr_create(c¢*) > 0 then
item that is popular in both cells) than having two separate;. a+ {c*}

areas whose schedules are tailored to each cell. 6: while |a| < |C| do

There is an essential tradeoff between two choices: smaj. ¢ + argmaxcec. cen, Pr_add(c, a)
areas with high interference or bigger areas with less -interg. if pr_add(c,a) < 0 then break
ference but broadcasting less popular content — we have tp a<+aU{c}

deal with when forming the broadcasting areas. There are t ] A AU{a)
main approaches we can adopt to solve the problem, Whi(jg:
we namemergeand grow.

1) Themergeapproach: The intuition behind this approach
comes directly from the above discussion. We start from an
assignment where we create an area per cell[(line 3). Then, Wﬁ'his approach is more complex than the merge one, because
merge neighboring areas so as to maximize the (immediat?)th wo-oh N f h step. H 't,h h
performance improvement (lifg 6). We stop when both e e two-phase structure ot each step. However, with such a
following conditions are met: first, the number of areas Igomplexny comes a better flexibility, e.g., in defining ewh

g ,

. A area assignments where areas overlap and there are cells not
below the maximum limitA (i.e., 256); second, there are. 9 P
cluded in any area.

no more pairs of areas that can be merged increasing {Hes ilar to th _ tice that h  ai
performance (liné]8). More formally, we proceed as shown imifar to the previous case, notice that we have not given

a definition of thepr_add andpr_create profit metrics.

else break
12: return A

in Algorithm 2. Different metrics can be adopted while pursuing different
Algorithm 2 Merge approach trade-offs between effectiveness and efficiency, as axgdai
Require: C next.

1. A0

2 for all ¢ceC do C. Profit metrics

3 a < {c} Profit metrics are evaluated very often during the execution

4 A« Au{a} of those algorithms; therefore, it is of paramount imporgan

5: while True do that they can be computed efficiently. However, such metrics

6: (@1, a2) ¢ argmax 42. 4, ene2 Pr_merge(ar, az) must also represent a good proxy of the performance metric

7: if | Al < A Apr_merge(ai,az) < 0 then in (I4).

8: break There are two fundamental ways of defining profit. One is

9 a1 < a1 Uag considering all such aspects as interference and propagati
10: A — A\ {az} and this essentially means computing (lll.4) every timee Th
11: return A other is focusing on content demand, with the assumption

that it is the main factor to account for in order to maximize
It is important to stress that evaluating the prpfit merge performance.
does not necessarily mean computing the full performancel) Demand-based profit:Content demandry,, i.e., the
function [TIL4). Indeed, we can resort to simpler proxy ¢an number of users in a cell interested in a certain content,
tions, as detailed in Secti¢n TV-C. is obviously the main factor to account for when taking
2) Thegrow approach: The merge approach above is vernguch decision as creating or merging areas. For the sake of
simple; indeed, we perform a single operation — merge tveimplicity, we may decide to make it theole factor to look
areas — until the termination condition is reached. Sinitglic at.
is, in general, a good thing; however, some scenarios may calThe pr_merge function used in linéJ6 of Algorithrl2 is
for a higher level of flexibility. In the following, we presen thus defined as follows:

an alternate approach, callgdw.

_ We select the celt* that is best §u_ited for a new area in pr_merge(ar,as) = L max Z e
line[3, and create a new area containing only this cell (Tine 5 Un+ U2 mem \ o~

Next, we grow the newly created area by selecting (lihe 7) a (IV.1)

cell ¢’ to add.c is the cell, among the ones neighboring withvhere U denotes the number of users in area Equa-
areaa, that is most profitable to add. If the profit is negativejon (IV.1) says that we seek to merge those areas with a very
then there are no more cells we can add tine[8), and we strong interest in the same content (as opposed to a weaker
adda to the set4A and move on creating the next area. interest for different content).
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Fig. 1. Topology and demand: red, green and blue points sporel to Fig. 2. Performance improvement (a) and area size (b) adifmscof the
streamingcontent, orange dots to thgodateone. number of areas, for different approaches and profit metrics

Similarly, the pr_create function used in line[13 of item, could represent a local map update, and it is less resou

Algorithm[3 is: demanding. The latter could be seen as news clips streamed to
c users, and it is obviously more resource-demanding; we will
pr_create(c) = max 7. (IV.2) . : . .
meM consider three different items of streaming type.

In (IV:2), we simply select the most popular content in eell ~ We focus on a single time period, and assume that each user
Therefore, we tend to create new areas in those cells whisrénterested in exactly one broadcast content item, asvist

there is a clearly prominent content. « with 20% probability, the user requests thpdateitem;
Finally, thepr_add function used in liné]7 accounts for « with 80% probability, the user requests one among
how popular the content,, broadcasted in areg is in cellc, streamingl streaming2or streaming3items.

as shown in[(IVB): Furthermore, streaming items are location dependent,iie.
pr_add(c,a) = 7¢ . (Iv.3) each cell users may be interested in only one of the three item

) o ) _““ ) Theupdatecontent, instead, is requested throughout the whole
Using the definitions above implies that side effects sugfpology — but with lower probability.

as interference are neglected, but has a clear performanc@nere are a total ofR = 500 resources available per
advantage. Content demand and interest are known a pri%lme’ each corresponding to an RB in LTE. At most 60%
and are not influenced by our decisions. Therefore, idéntify ¢ sch resources. i.er — 300. can be used for broadcast.
and evaluating the possible actions is remarkably simpleds aThe minimum amount of resources needed to broadcast a

thus, fast. content ispS, = 120 for streamingcontent, andp®, = 80

~2) Holistic profits: The opposite approach consists in cony; the updatecontent. Topology and demand are summarized
sidering all the consequences of, say, adding a €¢d an , Fig. .

areaa, i.e., in accounting not only for the popularity of the
content in the cell, but also for how the performance of othgy performance of thgrow and mergeapproaches
users, e.g., unicast ones, is affected. ] ) ) o )
This means to proceed as follows: The first thing we are mtere_sted in is the effectl\_/eness of
the two approaches we described in Secfioh IV, iggaw
: . andmerge We take as a reference the performance, computed
two areast, ao, and updating the:-values accordingly; throughg) when broadcasting ispdisabled iac :p
2) running Algorithni1 on the resulting cell-to-area assigrb ' oo .
ment: ,Vec, a. Then, we measure how much such a performance is
3) recomputing the global score througfE(Dl.4), as eX|[nproved by enabling broadcasting, and using either amgproa

plained in SectionTlI.

1) taking an action, e.g., adding celto areaa or merging

V. RESULTS

Here, we first describe the network and traffic scenario that
we used to derive performance results, then we present a
comparison among the approaches introduced above.

A. Reference scenario

We evaluate our algorithms in a large-scale scenario typi-
cally used for 3GPP evaluation [11]. The scenario compases
service area of 12.34 Kincovered by 57 cells deployed at 19
tri-sectorial sites. There are a total of 3420 users, umifr @ (0)
distributed under the cell coverage areas. Content isalail g 3 solutions yielded by theerge(a) andgrow (b) approaches, for a
as eitheupdateor streaming The former, available as a singlemaximum of 10 areas.




to form the area. The content to broadcast in each area is VI. CONCLUSIONS

always chosen through Algorithim 1. We have considered the broadcasting features in LTE.
We vary the number of allowed areas, between 5 and 30. Specifically, we addressed the problems of (i) forming the
These numbers are significantly smaller than the limit of 2%Geas, i.e., decide which cell(s) belong to each area, and
areas in the standard since our topology is much smaller thi@h deciding which content to broadcast in each cell. We
typical LTE geographical areas, which can span over husdredbcoupled the LTE broadcasting problems of forming the
of square kilometers. areas and choosing the content to broadcast. We presented a

Fig.[2(@) shows the performance improvement (with respe°éf“p|e and straightforward strategy for the last problend a

to the no-broadcast case) we obtain with the different agghvo tWo approaches, presenting different levels of compleaityl
and profit metrics. flexibility, for the first. Additionally, we described two wa of

a?sessing the profitability of possible assignments: adauy

A first observation we can make concerns the influence L :
. ) ! I or content demand alone, or adding interference issudseto t
the number maximum of areas: the bigger it is, the better the

performance. This is expected; intuitively, more areasaiéntp'Cturef By evaluating our syst(_am na Iarge-sca_le, reatavo
more flexibility. scenario, we found that selecting the most flexible approach

_ makes it possible to use the simplest profit metric, thusgein
Moving to the approaches, we observe that @®w spje to (re)schedule the content to broadcast on a very firee ti

approach consistently performs better than therge one. granularity. We also investigated the reason for the difiee

As expected, enjoying a higher level of flexibility pays offiy performance between the two approaches, and found that

Less obviously, moving from the demand-based profit metijfing to assign all cells to an area is harmful to the overall
to the holistic one translates into a significant perforneangerformance.

improvement only for thenergeapproach, and only when the
limit on the number of areas to create is very tight. ACKNOWLEDGMENT
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Summary. We can thus draw three main conclusions from our  ysa, 2002.

performance evaluation. First, tigeow approach outperforms [11] 3GPP Technical Report 36.814, “Further AdvancementsH-UTRA
the mergeone, owing to its higher level of flexibility. Second, ~ Physical Layer Aspects,” 2010.

such a flexibility is sufficient to compensate the usage of a

simpler profit metric, namely, interest-based. Third, s&ch

difference in performance is mostly due to the tendency of

the mergeapproach to assign each cell to an area, at the cost

of broadcasting uninteresting content.
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