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To move beyond the current “talking heads” paradigm and enable truly 
natural and immersive shared experiences, video-mediated communication 
systems must be able to understand the context of the shared activity as 
well as the social layer of interaction.  

 
With the increasing number of heterogeneous devices accessing the Internet and many people using 
multiple devices—sometimes simultaneously—to communicate, the notion of connected shared 
experiences is gaining momentum within the social networking and social computing communities. In this 
column, the authors highlight a paradigm shift in video-mediated communication from “talking heads,” in 
which we see each other’s faces but not much else, to more natural and intimate interactive environments. 
In such environments, the system’s ability to adapt to the context and to social cues is critical to achieving a 
satisfactory quality of experience. The authors outline fundamental system requirements and call for the 
development of new use cases. 

Christian Timmerer, column editor 

People are social beings: whether engaging in work, play or social conversations, we seek to interact with 
others. Current technologies support various types of interaction among individuals at different locations—
for example, remote learning, connected healthcare, and multiparty videoconferencing—but are limited in 
both coverage and flexibility. However, research in this area has flourished in recent years and is moving 
communication from static interpersonal exchanges to dynamic shared experiences. The challenge is to 
export promising results from the lab to the world. 

The following provides an overview of the present state of technology in this field through a few 
examples and discuss future possibilities and challenges. We highlight a key research goal: to provide 
adaptive communication systems that react not only to changes at the network and application layers, but 
also at the social layer of interaction. 

Connected Shared Experiences 

Linking multiple people across physical spaces is not a new idea. As Figure 1 shows, connected shared 
experiences were envisioned soon after the telephone’s invention in 1876. Since then, academic and 
industry efforts to achieve immersive group communication have met with varying degrees of success.1 
Recent developments include the rapid adoption of video-mediated communication technologies by home 
users2 and children reading with long-distance family members via background-subtracted video 
communication.3  

We have made great strides in the past century and a half but still have a long way to go. The next step, 
as discussed in a workshop at the 2013 ACM SIGCHI Conference on Human Factors in Computing 
Systems (http://clab.iat.sfu.ca/beyondtalkingheads), is to move beyond the “talking heads” paradigm that 
characterizes most video chat systems, like Skype and Google Hangouts, to provide rich communication 
support for everyday activities such as holiday get-togethers, outdoor sports events, shared meals, birthday 
parties, storytelling, or just “hanging out.”  



Figure 1. Early conceptions of connected shared experiences combined recently invented telephony with 
motion-picture-like projections. (a) George du Maurier’s “Telephonoscope” (1878). (b) Postcard depicting 
“Correspondence Cinema” (1910).  

Videoconferencing is no longer confined to users gathered in traditional meeting rooms, but it is quickly 
moving to the living room. The combination of powerful computing devices, widespread broadband 
availability, and optimized video streaming protocols is enabling mass adoption of video for 
communication purposes. Camera-equipped laptops and free services such as Google Hangouts let people 
connect with one another in more natural and immersive ways than were possible only a few years ago. 

Figure 2. Examples of connected shared experiences. (a) Screenshot from a prototype distributed board 
game system enabling remote play between users at different locations. (b) Linked performances in two 
dance studios at Falmouth University, UK (www.youtube.com/user/Vconect). 

Three examples highlight recent advances in providing connected shared experiences. 

• Gaming. Technology can help nurture bonding among physically separate family members by 
enabling them to play games as if they were together at the same location, as Figure 2a shows.4 
Developing such distributed games requires intelligent management of limited home 
computing power and network resources. 

• Performing arts. 3D tele-immersion,5 which involves transmitting 3D reconstructions of 
participants in different places in real time, enables live co-performance. This will encourage 
new forms of expression in dance, music, theatre, and other arts. Low latency is a key 
requirement to ensure seamless interaction. 

• Television broadcasting. Social TV connects people watching the same program or event via 
different modalities.6 For example, those watching a soccer game can share the experience 
with other home viewers as well as attendees.7 Conveying emotions between fans at different 
locations in real time is essential. 

These examples suggest some fundamental requirements for truly connected shared experiences: natural 
and seamless interaction, high realism and immersion, and adaptability to users’ needs and available 
resources. 

Research Challenges  

These requirements present researchers with numerous challenges. 

• Context awareness. Current communication systems are unaware of the activity, the 
communication context (work, family interaction, gaming, learning, etc.), and the strength of 
interpersonal ties. Thus, they’re unable to adequately adapt to different situations and 
environments and so improve users’ quality of experience (QoE). 

• Cue processing. Although affordable high-definition webcams and sensors, including motion-
capture cameras, are available, current communication systems don’t take advantage of their 
capabilities. For example, facial expressions and body language could be captured to infer 
conversation patterns and interaction quality among participants in real time. 

• Automatic adaptation. Communication systems aren’t able, based on the context and cues 
alone, to ensure that individual participants always see and hear what is most relevant to them 
at a given moment. Such expertise, in fact, does not even exist yet. Research is building a body 
of knowledge that informs how to construct such adaptation policies—what is known as 
communication orchestration.8 

• QoE evaluation. Currently, metrics aren’t available to adequately measure the QoE of 
distributed gatherings. Such metrics should consider various factors such as social presence, 
naturalness, level of immersion, and “togetherness.”4 These evaluations are key to assessing 
automatic adaptation processes. 



Solving these challenges will open new opportunities for the realization of connected shared 
experiences. Still, the obstacles ahead are significant. Real-time content analysis algorithms that enable 
communication systems to understand what’s going on are very difficult to construct, given the inherent 
noise. We’re still in the infancy of comprehending the effect of each remote activity and the level of 
intimacy on parameters affecting QoE. Standards and methodologies for assessing QoE are nonexistent. 
Automatic adaptation mechanisms that consider the network, application, and social layers are rather basic 
and limited to specific use cases. This article is a call for the research community to focus on these 
fundamental research questions that will in turn enable new use cases, like distributed performing arts 
reaching large interactive audiences at home, as in Figure 2b. 

Technological advances such as more efficient video-streaming protocols, more powerful sensors, faster 
processors, and improved networking abilities aren’t sufficient to move beyond today’s talking heads 
paradigm and enable connected shared experiences. Video-mediated communication systems must also be 
able to understand the nature of the shared activity and social cues to make such experiences natural and 
immersive.  

Key challenges to realizing this vision include context awareness, cue processing, QoE monitoring, and 
reasoning processes that dynamically adapt to environmental changes at the networking layer (such as 
longer end-to-end delays), application layer (turn changes during board game play), or social layer (the fact 
that someone doesn’t talk, for example). To achieve such automatic adaptation, new reasoning approaches 
and algorithms need to be developed and studied. 
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