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Duke University civil engineering professor and 
well-known author Henry Petroski has writ-
ten extensively on the subject of major bridge 
failures that have occurred once about every 

30 years since 1847.1 Petroski speculates that there are two 
intertwined reasons for this repeating pattern of failure: 
first, the failure happens because a novel bridge design is 
pushed beyond its safety limit. Second, and more inter-
esting, the limit is exceeded because a new generation of 
designers and engineers forgot the critical lessons learned 

about failure by the previous gener-
ation, who themselves had pushed 
the limits of an earlier novel bridge 
design too far. Philosopher George 
Santayana’s aphorism, “Those who 
cannot remember the past are con-
demned to repeat it,” seems a fit-
ting description.

The IT community has an anal-
ogous repeating two-decade cycle, 

this one related to the community’s reawakening to the 
societal risks posed by ethical failures in the use of com-
puting technologies. This cycle is reflected in the periodic 
updates in the community’s computing codes of ethics. 
For example, the Association for Computing Machinery 
(ACM)—the world’s largest scientific and educational 
computer society—last year updated, once again, its Code 
of Ethics and Professional Conduct.2 This revision traces 
its origins to its 1992 Code of Ethics and Professional Con-
duct, which in turn revised the ACM’s 1972 Code of Profes-
sional Conduct.3

The latest ACM revision owes itself in large part to, 
again, two intertwined factors. The first is what researcher 
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Gil Pratt describes as the “Cambrian 
explosion” in emerging and novel com-
puting capabilities, especially in the 
areas of artificial intelligence (AI), 
cloud computing, data analytics, fa-
cial recognition, quantum computing, 
and robotics that has taken place over 
the past decade.4 This eruption of new 
powerful technologies promises great 
societal benefits, but there are also un-

matched future opportunities for mis-
use that have created unease among 
the public and technologists alike.5

Second, the worries about the poten-
tial for future misuse are further am-
plified by the present ethically dubious 
applications or management of IT, as 
found in Facebook’s highly publicized 
Cambridge Analytica privacy fiasco 
and Volkswagen’s emissions cheating 
scandal, among a plethora of others 
that also helped spur the ACM ethics 
update. These incidents, coupled with 

the prospect that IT will become even 
more pervasive and capable, has eroded 
the public’s trust that computing will be 
used in a manner where its benefits far 
outweigh the risks of its misuse.

Moved by the ongoing ethical lapses, 
including the unfair and discrimina-
tory personnel practices often found in 
the IT industry and the future potential 
for harm that computing may create 

in a world where “computing technol-
ogy is so interwoven into the fabric of 
daily life,” the ACM takes the position 
that computing ethics now needs to 
“become the personal responsibility of 
every professional in our industry.”2

The new code reiterates in its seven 
general ethical principles (see “ACM 
2018 Code of Ethics: General Ethical 
Principles”) that the ACM expects com-
puting professionals to contribute to 
society and human well-being and im-
portantly recognize that all people are 

stakeholders in computing. Further-
more, the ACM expects professionals to 
avoid harm, that is, unjustified negative 
consequences, caused by the use of the 
computing technology they develop, op-
erate, or support.

Whether the new ACM Code of Eth-
ics will be effective in changing the 
computing community’s behavior in 
any meaningful way remains to be 
seen. What seems conclusive, however, 
given the ever-growing list of comput-
ing-related ethical lapses, is that past 
codes of computing ethics have largely 
been ineffective in preventing the un-
ethical use of computing. The question 
is whether updated codes of ethics, 
such as the ACM’s, end up being as in-
effective and, if so, why?

DÉJÀ VU ALL OVER AGAIN
I contend that, like the bridge build-
ers who pushed their designs past the 
limit, many of today’s computer pro-
fessionals have either forgotten (or 
never bothered to learn about) the past 
ethical transgressions that drove the 
creation of earlier computing codes 
of ethics. As in the case of bridge fail-
ures, many of today’s ethical problems 
were identified when today’s main-
stream computing technology was just 
emerging two decades ago. However, it 
can take a decade or more for a novel 
computing technology to reach the 
point where it is used routinely in an 
organization. Only when the technol-
ogy becomes mainstream do the eth-
ical issues identified earlier become 
real—not predicted—problems, and 
by then it is just too late to do much to 
reverse them.

Looking back at the world of com-
puting four decades ago, this becomes 
evident. Although today’s emerging 
computing technologies have magni-
tudes more capability than their pre-
decessors, their relative impacts on 
society likely will not. A comparable 
Cambrian-like explosion of comput-
ing technologies involving micropro-
cessors, memory, networking, data-
bases, and system architectures, to 
name but a few, took place during the 

ACM 2018 CODE OF ETHICS:
GENERAL ETHICAL PRINCIPLES

 » Contribute to society and to human well-being, acknowledging that all 

people are stakeholders in computing.

 » Avoid harm.

 » Be honest and trustworthy.

 » Be fair and take action not to discriminate.

 » Respect the work required to produce new ideas, inventions, creative works, 

and computing artifacts.

 » Respect privacy.

 » Honor confidentiality.

Copyright © 2018 by the Association for Computing Machinery.

Only when the technology becomes mainstream  
do the ethical issues identified earlier become 

real—not predicted—problems.
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late 1970s into the 1980s. Although 
the social benefits of these technolo-
gies were perceived as substantial, the 
potential for societal harm was also 
becoming more apparent. Incidents of 
computer-enabled criminal activity, 
costly government IT development 
failures, and IT operational failures, 
such as the infamous 1990 AT&T net-
work failure, were being reported with 
growing regularity.6

Computing’s increasing potential for 
harm in the late 1970s and early 1980s 
helped spur the development of com-
puting ethics as a formal discipline in 
itself. Researchers Walter Maner and 
James Moor, among others, argued that 
the capabilities of IT over those of con-
ventional technologies raised unique 
ethical questions.7,8 Computing’s mal-
leability, complexity, speed, low cost, 
and ability to reproduce and store infor-
mation all combined to create technol-
ogy-enabled ethical situations unlike 
those experienced before. This required 
new ways of thinking about the ethical 
consequences of computing on both so-
ciety and individuals.

The increasing worries about the po-
tential negative societal impacts of com-
puting coincided with a growing lack 
of trust, not only in business—which 
experienced such a rash of ethical lapses 
in the 1980s that the period gained the 
moniker “Decade of Greed”—but in tech-
nology and technologists in general. 
Investigations into the 1979 Three Mile 
Island accident, the 1986 NASA space 
shuttle Challenger explosion, and the 
1986 Chernobyl meltdown, among other 
high-profile incidents, raised questions 
in the public’s mind about how much, 
or even whether, ethical considerations 
held much sway in professional techni-
cal decisions.9

In this context of a computing Cam-
brian explosion and a widespread ques-
tioning of the ethics of technologists, 
the 1972 ACM Code of Ethics was up-
dated in 1992. One objective of the up-
date was to increase the public’s trust 
in computing professionals. A Commu-
nications of the ACM article in 1993, for 
instance, described how the new code 

could help a computing professional’s 
decision making when faced with a po-
tentially unethical situation and made 
the point that a code of the ethics, such 
as the new ACM’s, “holds the profession 
accountable to the public. This yields a 
major payoff in terms of public trust.”10

The 1992 ACM code was widely 
embraced by the IT community and 
helped spur the creation of numerous 
courses on computing ethics in univer-
sity computer science and engineering 
programs. It also helped stimulate the 
publication of numerous technical arti-
cles and books on the social impacts of 
computing and the need for incorporat-
ing computer ethics in technology and 
engineering management decisions.

SUCCUMBING TO 
THE TECHNOLOGICAL 
IMPERATIVE
However, by the late 1990s, interest in 
the topic of computing ethics began to 
wane. One reason was the rapid expan-
sion of the computing industry during 
the so-called dotcom-bubble period. 
Making enormous amounts of money 
from hyping a “disruptive” computing 
technology that promised to “change 
everything” became a major motivator 
across the industry. Concern over com-
puter ethics was hardly a priority in 
this “get rich quick” environment, and 
in many circles, ethics was seen as an 
inhibitor to one’s personal profit-max-
imization strategy.11

The ethics of computing was also 
not at the forefront of thinking about 
computing in highest levels of the U.S. 
government, which had, early on, fully 
embraced the emergence of the so-called 
information superhighway, going so far 
as to exempt it from government regula-
tory oversight as a means to encourage 
technological innovation. Emerging 
computing technologies, such as the In-
ternet, were viewed as being crucial so-
cietal transformative agents that would 
produce “an era of unparalleled [eco-
nomic] promise,” in the words of Presi-
dent Bill Clinton.12

The technological imperative, the 
idea that technology-driven progress is 

necessary, inevitable, and always bene-
ficial to society in the final analysis of 
its risks and rewards, has always been 
strong in the U.S. psyche. In the 1990s, 
computing became synonymous with 
societal economic progress and pro-
ductivity. It is little exaggeration to 
say that the prevalent attitude was that 
what was good for the IT industry was 
good for every country and that noth-
ing was going to be allowed to inhibit 
the industry’s growth. Worries over 
the potential misuse of computing fell 
into the dark shadows created by the 
bright spotlights trained on comput-
ing’s potential benefits.

DROWNED IN DIGITAL 
CONVERGENCE
Another idea of the 1990s related to 
the technology imperative that helped 
undercut the concern for computing 
ethics was the concept of technologi-
cal convergence, or synergy. This was 
the idea that the computing, commu-
nications, and entertainment technol-
ogies were on an unstoppable path of 
being integrated seamlessly together. 
In fact, convergence was seen by many 
scientists and engineers at the time as 
being indispensable for the U.S. com-
puter and communications industries 
to remain competitive against the 
seemingly unstoppable Japanese in-
dustrial juggernaut.

Although there was some discus-
sion about the possible societal impacts 
such a technological convergence might 
bring, debate centered more on what cul-
tural practices needed to be changed in 
business, government, and education to 
fully benefit or profit from convergence. 
Opportunities for the ethical misuse of 
computing centered mostly on prevent-
ing intellectual property theft in such an 
integrated technical environment, with 
other possibilities for harm downplayed 
or not discussed at all.

At a 1995 National Research Coun-
cil–sponsored international collo-
quium on technological convergence, 
futurist George Gilder summed up the 
prevalent feeling best when he stated, 
“I think the technology is enormously 
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beneficial . . . I don’t think there is 
any significant downside.”13 In other 
words, whatever ethical risks or neg-
ative social disruption convergence 
might pose, the tradeoff was worth it, 
given the enormously potential bene-
fits to be had.

HOSTAGE TO CULTURAL 
CAPTURE
A third factor in undercutting the im-
portance of computing ethics in the 
1990s was a form of cultural capture, 
which occurs when regulators start 
thinking like those they are supposed 
to regulate. As discussed, govern-
ments placed a very light regulatory 
touch on computing so as not to inhibit 
innovation. This, in essence, gave a 
green light to the belief in the IT indus-
try that if an activity isn’t clearly ille-
gal, it’s not prohibited, and, therefore, 
it is ethical to pursue.

This created a situation where those 
most able to act ethically with regard 
to computing use were also those 
who would profit from ignoring eth-
ics. Computing codes of ethics are, at 
their core, about trying to define what 
computers should not be used for, an 
idea that was anathema to the com-
puting industry. No one was ever go-
ing to get financially rewarded for not 
selling a computing technology that 
might be used legally but unethically 
by a customer.

Even after the dotcom bubble burst 
and when it became clear that comput-
ing ethics were collateral damage in the 
race for riches, there was little intro-
spection on the part of the computing 
industry. A major reason was the mass 
layoffs in the industry that took place.14 

Who has time to worry about computer 
ethics when you don’t have a job?

FROM KNOW-HOW TO 
KNOW-WHAT
Although the dotcom crash served to 
undermine computer ethics as a pro-
fessional priority, the 9/11 terror at-
tacks coupled with the rise of search 
engines and social media helped bury 
it. Over the past 20 years, there has 
been a steady defining-down of com-
puting ethics.

What would have been held up as 
examples of unethical uses of comput-
ing in terms of the 1992 ACM Code of 
Ethics, especially with regard to per-
sonal privacy and confidentiality, has 
now been normalized. Governments 
argue that we must give up our privacy 
to ensure security and social order, and 
the computing industry argues that we 
must give up our privacy so that it can 
meet our needs and desires better.

Although there is no going back to 
1992 and starting over again, perhaps 

it is time to go back even further, to 
cyberneticist Norbert Wiener’s 1950 
groundbreaking book, Human Use of 
Human Beings, which is seen by many 
as the first book warning about the 
ethical issues of computers.15 Wiener 
prophetically cautioned in his book 
that the “new industrial revolution” 
that computing would bring was a 
double-edged sword. Although com-
puting “may be used for the benefit of 
humanity,” he said, it could just as eas-
ily “be used to destroy humanity, and 
if not used intelligently, it can go very 
far in that direction.”

What especially worried Wiener 
was that the main focus in the pro-
fession seemed to be concentrated on 
the “know-how” part of computing, 
that is, the technology needing de-
velopment so that human tasks could 
be automated. Weiner held that what 

was distressingly missing was what 
he termed the much more important 
“know-what” element, “by which we 
determine not only how to accomplish 
our purposes, but what our purposes 
are to be.”

In other words, what was the ob-
jective of automating specific work, 
and what were the unintended conse-
quences of this automation? Should 
some work never be automated? Would 
anyone spend any time thinking about 
what these might be, Wiener won-
dered, or instead, would the effects of 
automating something that shouldn’t 
have been automated be discovered 
only afterward, to everyone’s regret?

Wiener argued that, with the au-
tomatic age at its very beginnings, it 
was the ideal time for scientists and 
engineers to take what he later labeled 
“an imaginative forward glance at his-
tory.” This forward look, he said, was 
needed to avoid making preventable 
mistakes in applying computing in 
ways that might not only create direct 
harm but could also be exploited for 
unethical or inhumane purposes.

Laudably, the ACM Code of Ethics 
has emphasized the need to view com-
puting from Weiner’s know-what per-
spective and to acknowledge that all 
people are stakeholders in computing, 
not just IT professionals. This came 
through in the 2018 letter from the 
president of the ACM discussing the 
new code of ethics, who wrote that, 

When the ACM Code of Ethics 
was last updated in 1992, many 
of us saw computing as purely 
technical. . . . Today, we find 
ourselves in situations where 
our work can affect the lives 
and livelihoods of people in 
ways that may not be intended, 
or even be predictable. This 
brings a host of complex ethical 
considerations into play.16

The ACM is currently working to de-
velop methods to incorporate ethical 
considerations into computer sci-
ence curricula from primary through 

The computing industry argues that we must 
give up our privacy so that it can meet our needs 

and desires better.
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graduate school, and it is helping IT 
professionals seeking advice on how to 
address ethical quandaries they may 
be encountering.

There have been multiple private 
efforts to implement Wiener’s “imag-
inative forward glance” in an effort to 
better understand the ethical ramifi-
cations of emerging computing tech-
nologies. One is the nonprofit OpenAI, 
which was begun in 2015 by Silicon 
Valley entrepreneurs Reid Hoffman, 
Elon Musk, Peter Thiel, and others 
who were worried that AI might be 
misused. The organization seeks a 
“path to safe artificial general intelli-
gence” and expects “to create formal 
processes for keeping [AI] technol-
ogies private when there are safety 
concerns.”17

There has also been a resurgence 
of ethics courses at universities, along 
with novel ways to help students un-
derstand the ethical dilemmas they 
may face in their future careers. In ad-
dition, working computing profession-
als at Amazon, Google, and Microsoft 
have very publicly taken it on them-
selves to question whether it is ethical 
for their companies to be engaged in 
certain types of work.

All of these are encouraging signs 
that the ethical implications of comput-
ing are at the very least being discussed 
and, in some cases, acted on. The ques-
tion is whether the interest will last 
any longer than it did back in the early 
1990s. Furthermore, will these efforts 
have any real practical effects on IT pro-
fessional decision making?

For instance, will there be concerted 
efforts on the part of IT professionals 
involved in the Internet of Things (IoT) 
to ensure that their company’s devices 
are safe and secure and that the data 
gathered will be used ethically before 
the devices are sold, especially if their 
competitors do not take such steps? 
With the IoT marketplace projected 
to explode by an order of magnitude 
to a US$6.5 trillion market by 2024, it 
seems doubtful.18

How will governments’ increasing 
desire to control their populations 

through the use of computing tech-
nology, such as in China, where this 
is seen as perfectly legitimate, fur-
ther define what is considered ethical 
computing elsewhere? How will the 
world’s militaries’ fascination with 
AI-driven weaponry impact comput-
ing ethics?

The ACM Code of Ethics states 
that ethics is the personal re-
sponsibility of every IT pro-

fessional. Perhaps it is time to say 
that it is the responsibility of every 
professional computing association 
and society as well. Instead of just 
publishing computing codes of eth-
ics, the associations and societies as 
a group need to stand together and 
call out governments and commer-
cial organizations for their unethical 
misuse of computing and recognize 
those organizations that use com-
puting ethically. It is unfair to place 
all the responsibilities for ensuring 
that computing is used ethically on IT 
professionals alone if the associations 
and societies don’t take public stands 
against misuse as well.

Toward the end of his book, Weiner 
wrote about the potential use of auto-
mation that “The hour is very late, and 
the choice of good and evil knocks at 
our door.” He was reminding every-
one that managing ethical risks is not 
about future technology decisions but 
the future of present decisions. The real 
question is, given the current Cambrian 
explosion of computing technology, 
which—good or evil—will be knocking 
at our door tomorrow?

REFERENCES
1. H. Petroski, Success Through Failure. 

Princeton, NJ: Princeton Univ. Press, 
2006. 

2. ACM, “The code: ACM code of ethics 
and professional conduct,” 2018.  
[Online]. Available: https://ethics 
.acm.org/ 

3. ACM, “Historical archive of the ACM 
Code of Ethics.” Accessed on: Feb. 
27, 2019. [Online]. Available: https://

ethics.acm.org/code-of-ethics 
/previous-versions/

4. G. A. Pratt, “Is a Cambrian explosion 
coming for robotics?” IEEE Spectrum, 
Aug. 31, 2015. [Online]. Available: 
https://spectrum.ieee.org/autom 
aton/robotics/robotics-hardware 
/is-a-cambrian-explosion-coming- 
for-robotics

5. R. Cellan-Jones, “Stephen Hawk-
ing warns artificial intelligence 
could end mankind,” BBC News, Dec. 
2, 2014. [Online]. Available: https://
www.bbc.com/news 
/technology-30290540 

6. P. Neumann, ed., “Forum on risks to 
the public in computers and related 
systems: 1985–2019,” The Risks Digest. 
Accessed on: Feb. 27, 2019. [Online]. 
Available: https://catless.ncl.ac.uk 
/Risks/

7. W. Maner, “Unique ethical problems 
in information technology,” Sci. Eng. 
Ethics, vol. 2, no. 2, pp. 137–154. Apr. 
1996. [Online]. Available: https://
link.springer.com/article/10.1007 
/BF02583549

8. J. H. Moor, “Reason, relativity, and re-
sponsibility in computer ethics,” ACM 
Comput. Soc., vol. 28, no. 1, pp. 14–21. 
Mar. 1998. [Online]. Available:  
http://dl.acm.org/citation 
.cfm?id=277355

9. S. C. Florman, The Existential Plea-
sures of Engineering, 2nd ed. New 
York: St. Martin’s Griffin, 1994. 

10. R. E. Anderson, D. G. Johnson, D. 
Gotterbarn, and J. Perrolle,  
“Using the new ACM Code of Ethics 
in decision making,” Commun.  
ACM, vol. 36, no. 2, pp. 98–107,  
Feb. 1993. [Online]. Available: 
https://dl.acm.org/citation 
.cfm?id=151231

11. J. Useem, “New ethics or no ethics? 
Questionable behavior is Silicon  
Valley’s next big thing,” Fortune,  
Mar. 3, 2000. [Online]. Available: 
https://money.cnn.com/magazines 
/fortune/fortune_archive/2000 
/03/20/276351/index.htm

12. I. Goodwin, “Clinton celebrates an 
‘era of unparalleled promise’ pow-
ered by technology and driven by 



86 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

AFTERSHOCK

science,” Physics Today, Mar.  
2000. [Online]. Available: https://
physicstoday.scitation.org/doi 
/pdf/10.1063/1.882996 

13. National Research Council, Keeping 
the U.S. Computer and Communications 
Industry Competitive: Convergence 
of Computing. Communications, and 
Entertainment. Washington, D.C.: 
National Academies Press, 1995. doi: 
10.17226/4813.

14. “Dot.com layoffs continue,”  
CNNMoney, May 29, 2001. [Online]. 
Available: https://money.cnn.
com/2001/05/29/companies/layoffs 
/index.htm

15. N. Weiner, The Human Use of Human 
Beings. Boston: Houghton Mifflin, 
1950. doi: 10.1086/ahr/55.4.909.

16. C. M. Pancake, “Letter from the  
president,” in The Code: ACM Code  
of Ethics and Professional Conduct 
Booklet, 2018, p. 1. [Online]. Avail-
able: https://www.acm.org/binaries 
/content/assets/about/acm-code-of-
ethics-booklet.pdf

17. “Artificial general intelligence (AGI) 
will be the most significant technol-
ogy ever created by humans,” Open 
AI. 2019. [Online]. Available: https://
openai.com/about/ 

18. PYMNTS, “The global IoT market  
is expected to grow to $6.5 trillion  
by 2024,” PYMNTS.com, May 31, 
2018. [Online]. Available: https:// 
www.pymnts.com/internet- 
of-things/2018/global-iot- 
market-smart-tech/

ROBERT N. CHARETTE was a coed-
itor of the “Aftershock” column and 
founder of ITABHI Corporation and is 
an internationally acknowledged au-
thority and pioneer in risk management, 
systems engineering, and the lean de-
velopment and management of large-
scale software-intensive systems. This 
is his final “Aftershock” column. Con-
tact him at rncharette@ieee.com.

Access all your IEEE Computer 
Society subscriptions at

computer.org/mysubscriptions

From the analytical engine to the supercomputer, 
from Pascal to von Neumann, from punched 
cards to CD-ROMs—IEEE Annals of the History 
of Computing covers the breadth of computer 
history. � e quarterly publication 
is an active center for the collection and 
dissemination of information on historical 
projects and organizations, oral history activities, 
and international conferences.

www.computer.org/annals

Digital Object Identifier 10.1109/MC.2019.2903668


