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Loren E. Peitso and James Bret Michael, Naval Postgraduate School

Augmented reality (AR) is a game-changing technology 

that lets users see things they cannot otherwise see. 

Shared reality could be used, among other applications, 

to improve the safety of traffic systems. Despite current 

limitations, the future is bright for interactive shared AR.

A highly simplified description of augmented 
reality (AR) is that it merges the user’s view of 
reality with information overlays from virtual 
reality (VR). Most of us intuitively consider this 

to be a vision-related input system that is primarily useful 
for entertainment, training, maintenance, or design tasks. 
For instance, technicians use AR to help them assemble 
spacecraft.1 We think of simulations as virtual worlds kept 
separate from our reality. AR and simulations both have a 
tremendous amount of unrealized potential for integration 

into day-to-day activities. The things we can do with inte-
grated AR simulations are not necessarily new themselves; 
they have been predicted and written about for decades as 
being just around the corner. How does that seemingly old 
story turn into an article about the future?

Simulations that are distributed among multiple par-
ticipants have faced a technical challenge that has, so 
far, proven to be impossible to overcome: the lag in com-
munications between each participating system. This 
lag and the nature of how the vast majority of simula-
tions are computed conspire to limit each participating 
simulation such that it works with a purely local state 
that can never dynamically agree with all of the other 
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linked simulation participants. When 
every participant provably has differ-
ent states for everything computed 
(which we will cover later), this elim-
inates the possibility of guaranteeing 
agreement in the computation of posi-
tions, actions, and interactions among 
them. That makes a set of simple ideas 
and use cases that have been described 
for decades into a grand challenge 
locked behind a seemingly impenetra-
ble limitation: the speed of electrons 
through a wire.

This limitation has been so effective 
that research in the area of distributed 
virtual environments is a faint shadow 

of what it was in the late 1990s, when 
the original promises of VR and simu-
lations were made, and the first steps 
into AR were taken. Every project that 
attempted to scale across a nonlocal 
network ran into the perceived insur-
mountable issue of latency, which 
prevented the consistency in the state 
that was necessary to have stable and 
verifiable computations across the 
network when real-time, dynamically 
moving objects were allowed. Multiple 
textbooks cite the problem as a proven, 
hard limitation.2,3

To solve this problem and unlock 
the true potential of the marriage 
between VR/AR and simulation tech-
niques, we must manage these limita-
tions and adopt techniques from other 
branches of the simulations tree. As 

we escape the box [which is literally 
a single box (system) serving a single 
user for a personal VR/AR experience], 
we can also move beyond the bias that 
VR/AR is simply visualization for a 
human. This opens up a much larger 
and more powerful realm of opera-
tions, entering into the grand chal-
lenge territory: network-wide sharing 
of dynamically changing information 
describing bits of physical reality that 
are hidden from other participants 
who do not even need to be human.

Author Michael conducted research 
on automated vehicle-control and 
safety systems at the University of  

California, Berkeley, in the 1990s. 
That research focused primarily on 
fully automated driving (such as auto-
mation of all driving tasks) for dual-
mode vehicles (that is, equipped for 
both manual and automated control) 
operating in a cooperative vice-au-
tonomous manner when traveling in 
lanes restricted to automated driv-
ing—one of several concepts involved 
in what is known as an automated high-
way system (AHS). Some of the main 
goals of the National AHS Consor-
tium, of which Berkeley was a mem-
ber, were to improve the safety and 
comfort of travel on highways while 
maximizing the utilization of existing 
highway lanes (for example, through-
put) and minimizing the impact of 
vehicle operation on the environment 

(namely, reduction in nitrogen oxide 
emissions).4

The Berkeley-based team’s concept 
of an AHS is an example of level 4 (high) 
automation in the Society of Automo-
tive Engineers International taxonomy 
of automated driving. The occupants 
of the vehicle are not expected or even 
able to retake control of the vehicle in 
an emergency situation (such as failure 
of a vehicle’s automated driving system 
to maintain a safe following distance 
from downstream vehicles in the auto-
mated lanes or to avoid a deer that wan-
ders around a barrier into a restricted 
lane) nor would they be permitted to 
do so by the system. The researchers 
working on this project demonstrated 
the technical feasibility of having vehi-
cles travel in platoon formations under 
high-performance conditions (in par-
ticular, close intra- and interplatoon 
spacing of vehicles at free-flowing traffic 
speeds of approximately 30 m/s), but 
those conditions are beyond the abil-
ities of even professional drivers (in 
terms of reaction time or maintaining 
situational awareness) to safely retake 
manual control and operate their vehi-
cles in the automated lanes.5

As Shladover6 points out, lower lev-
els of vehicle automation in the tax-
onomy, such as those that incorporate 
adaptive cruise control and automated 
lane-keeping (steering) systems but 
rely on the human driver to retake con-
trol of these driving tasks in an emer-
gency, are commercially available today 
for use on existing non-AHS roadways 
with mixed traffic, that is, with vehicles 
operated under partial automated con-
trol interspersed with vehicles under 
full manual (human) control. Let’s look 
at how a distributed AR simulation 
system could be used in a mixed-traffic 
setting to overcome the element of sur-
prise and issues of latency for humans 

AR AND SIMULATIONS BOTH HAVE A 
TREMENDOUS AMOUNT OF UNREALIZED 

POTENTIAL FOR INTEGRATION INTO  
DAY-TO-DAY ACTIVITIES.
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and systems performing driving tasks. 
In this case, AR extends the reality of 
the vehicle operators on local roads and 
highways in ways that are intended to 
be immediately useful and increase 
overall traffic safety.

MOTIVATING EXAMPLE: THE 
DIFFICULT-TO-SEE BICYCLE
Bicycles often share the roadway with 
motor vehicles, as shown in Figure 1. 
Figure 2 depicts an unsolved problem 
for both human drivers and individ-
ual autonomous vehicles: the element 
of surprise in hazardous situations, 
such as a bicycle entering an intersec-
tion from the side while blocked from 
view by an obstacle. It is easy to imag-
ine a truck or bus as the obstacle, but a 
fence, building, group of pedestrians, 
or tree can also create a visual barrier. 
When the bicycle enters the intersec-
tion from behind the obstacle, there 
may be a critically short time for the 
bicyclist, motorists, and/or self-driv-
ing automobiles to react to avoid a col-
lision. The uncontrolled placement of 
real-world visual obstacles hides criti-
cal information from multiple partici-
pants at the intersection.

Whether the driver of vehicle A is 
human or an automated control system, 
the time to sense the environment of 
the intersection; make a decision; and 
activate the accelerator, brakes, and/or 
steering (specifically, reaction time) may 
be longer than that required to avoid a 
mishap. We believe that augmenting 
the automobile operator’s individual 
reality into a collective shared one can 
dramatically reduce the occurrences of 
surprises and, in our scenario, poten-
tial mishaps.

SHARED REALITY
What is this shared reality? It is a 
form of AR in which the augmenting 

information comes from a VR that 
itself is a distributed simulation. The 
base environment from a data/map 
system is dynamically combined with 
information obtained from tracking 
the behaviors of real-world objects via 
the participants’ sensor arrays. Each 
participating vehicle shares its view 
of the world with other local vehicles, 
and this is merged into a common and 
consistent shared representation of 
the local world. We consider the result 
a form of shared reality. In an individ-
ual vehicle, the operator has access to 
information from both onboard sen-
sors and network sharing. The accu-
rate and consistent creation of this 
shared reality is precluded by the net-
work latency problems in current dis-
tributed simulations.

Back in our difficult-to-see bicycle 
scenario, the shared reality is built by 
communications between vehicles on 
the road or even fixed sensors that may 
be part of a smart intersection-man-
agement system. Although vehicle A 
in Figure 2 has a significant portion 
of its sensor field masked by the truck 

and tall hedges, other sensor-equipped 
autonomous vehicles (B and C) have 
a clear line of sight and can not only 
detect the presence of the nonnet-
worked bicycle and rider but also accu-
rately determine its relative position 
and velocity. When the bicycle’s track 
information is passed along to other 
vehicles, the receiving vehicles’ deci-
sion systems cross-check and inte-
grate this information into their local 

FIGURE 1. A bicycle crossing a busy multilane roadway intersection.

FIGURE 2. The crossing bicycle is hidden 
from vehicle A but visible to vehicles B and C.
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simulation. This is possible because 
fixed information from the map/data 
system is fused with sensor readings 
of fixed local landmarks, such as traf-
fic signal support posts and the parked 
truck. The common fixed-location 
information allows each vehicle in the 
network to determine high-confidence 
absolute position, track information 
for themselves, and integrate the rel-
ative track and position of the non-
networked bicycle. Now, the vehicles’ 
decision-making systems each have 
a shared reality that is larger and/
or more precise than what is possible 
from own-platform systems alone.

This shared reality is projected 
in each automobile to augment the 
platform operators’ AR scenes. If the 
driver of vehicle A is human, an AR 
bicycle warning graphic can be pro-
jected to represent the bicycle and 
rider hidden behind the truck, and it 
can be moved so that it follows along 
the same bearing angles as the actual 
bicycle. If vehicle A is operated as an 
autonomous system, what-if scenarios 
and decision processes for determin-
ing how to safely approach and navi-
gate the intersection can progress by 
considering the bicycle’s track, even 
without prior own-vehicle sensor con-
firmation. Either way, more relevant 
information presented to the operator 
generally enables globally better deci-
sions, especially when the additional 

information unmasks otherwise hid-
den threats.

DETERMINISTIC AND 
REPEATABLE DISTRIBUTED 
REAL-TIME SIMULATION
How does the scenario described 
avoid the constraints that prevent 
the effective creation of shared real-
ity with current techniques? The short 
answer involves finding a way to hide 
the communications latency when-
ever possible and having an efficient 
way to quickly update the participants 
during the remaining times when hid-
ing the latency is not possible. Over 

the years, many parts of the solution to 
this problem have been attempted in 
isolation; however, none of them have 
solved enough of the issue to be selected 
for widespread use. Going back to the 
requirements and crafting a coherent 
system out of the inspirations of the past 
may finally provide a different result. 
Here, a mini deep dive is required to 
clarify these last statements.

The shared reality is a distributed 
simulation system with hard real-time 
constraints. Our latency problem has 
been poked and prodded by simulation 
and VR domain researchers for years, 
and, unfortunately, they determined 
that communications latency cate-
gorically prevents both a dynamic and 
shared state across the network. Sin-
ghal and Zyda2 formally describe the 

problem as the consistency-through-
put tradeoff and provide an informal 
proof. The consistency part relates 
to the states at all nodes in the net-
work agreeing at the same time. The 
throughput part says that when the 
state is allowed to frequently change, 
the communications delays necessar-
ily cause delays in updating the state 
of all of the other nodes. The faster 
the dynamic changes, the worse the 
throughput-required part of the prob-
lem. Why the throughput portion goes 
bad so quickly is of interest to us to 
help avoid the problem in the future.

Whenever a node on the network 
broadcasts a change in something 
known only to it, the remainder of 
the network remains oblivious until 
that broadcast information event is 
received. This guarantees that each 
simulation node on the network has 
continued computing based on what is 
now some bit of stale, incorrect infor-
mation. Given the traditional imple-
mentation, in which simulations have 
fixed time steps and the whole envi-
ronment is updated synchronously, 
the time steps need to be short to avoid 
a whole host of technical problems. 
Computing many short time steps 
before that broadcast change arrives 
creates an intractable amount of work 
to recompute, and the higher the rate 
at which those changes enter the sim-
ulation network, the more divergent 
and intractable the problem becomes.

This has enabled a commonly held, 
but unfounded, belief that distributed 
simulations will always be somewhat 
different at each node and, therefore, 
not fully deterministic or repeatable 
as a system. It is accepted as inevita-
ble that communications latency cre-
ates artifacts, limiting the utility of 
distributed simulation techniques 
to assist in applications that require 

NEWTON DOES NOT TELL US WHEN THE 
MATH MUST BE EVALUATED, BUT HE 

DOES IMPLY THAT WE MUST MAINTAIN  
A CHAIN OF CAUSALITY.
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high reliability or are safety critical. 
However, we did not write this article 
only to run into a wall of “don’t get to 
the future” due to latency. We will get 
to the future by cleverly rebuilding the 
networked simulation system to hide 
communications latency to the max-
imum extent practical and heal the 
divergence in the limited places where 
latency cannot be hidden. The laten-
cy-hiding technique allows a distrib-
uted simulation to efficiently manage 
an effectively consistent shared state, 
and this enables the real-time shared 
reality to be built from data that are 
verifiably accurate and reliable. A dis-

tributed simulation system, high-level 
architecture incorporating latency 
hiding is shown in Figure 3, and a pro-
totype system implementation is in 
development at the Naval Postgradu-
ate School.7

To enable latency hiding, we first 
need to sever the reliance on fixed short 
time steps, which can be achieved by 
asynchronously scheduling events on an 
as-needed basis driven by adaptive-step 
motion-evaluation methods. This kicks 
off a cascading sequence of simulation 
system design and technique choices 
that are best illustrated by the children’s 
book If You Give a Pig a Pancake.8 Each step 
of the cascade requires picking a compo-
nent that enables extending the length 

of the required advancement inter-
vals and not compromising accuracy 
or fidelity.

JUST-IN-TIME DELIVERY, 
SELF-HEALING, AND 
ENGINEERING TOLERANCE
Coupling adaptive-step numeric meth-
ods, data structures originally de
signed for geographic information 
systems research, and asynchronous 
discrete-event scheduling techniques 
from the analytical simulation domain 
enable leveraging Sir Isaac Newton’s 
first law of motion: “Every body per-
sists in its state of being at rest, or of 

uniform motion in a right line, unless 
it is compelled to change that state 
impressed thereon.”9 However, this is 
done in a novel manner: Newton does 
not tell us when the math must be eval-
uated, but he does imply that we must 
maintain a chain of causality.

If we optimistically precompute the 
expected outcome of interactions that 
will impress new forces on an object, 
we can transmit an event containing 
that result over the network so that it 
arrives just in time to each of the other 
distributed nodes in the network. We 
get latency hiding by precomputing 
and sending just early enough such 
that the transmission latency results 
in the just-in-time delivery. Events 

created by an action outside the sim-
ulation software constitute a form of 
surprise to the system, which we will 
deal with in a moment. Everything else 
that is not a surprise is manageable 
within this precomputed, just-in-time 
delivery paradigm. An added benefit is 
that, should network latency jitter cre-
ate a late arrival despite these efforts, 
the distributed participants will cal-
culate an update themselves and then 
compare the locally computed result 
with the late-arriving event when it 
occurs. This comparison provides the 
opportunity for a cross-check between 
systems, and if the state is not effec-
tively consistent, we have evidence of a 
problem, whether a bug, sensor failure, 
or potentially malicious action. Here, 
the term effectively consistent describes 
a consistent state across all nodes of 
the network but allows short-dura-
tion, limited-magnitude deltas in state 
during surprise-resolution self-heal-
ing intervals.

Self-healing removes state divergence 
created by surprise-injected events that 
cannot be precomputed, and these occur-
rences are fully subject to the effects of 
latency. This is where fixed time-step 
simulations run into intractable rework 
problems, but the longer-duration events 
and richer data structures used to rep-
resent the motions of objects limit the 
rework to manageable levels. In many 
cases, rework is completed simply by 
truncating the end time of a single 
object’s predicted future motion. In the 
general field of distributed asynchro-
nous simulation, this recomputation 
is called rollback, and solving it in the 
general case is a messy and inefficient 
affair. By leveraging the laws of physics 
and integrating the real world, the time 
advancement of the system is tight
ly constrained, limiting the great-
est threat that creates nasty rollback 

SELF-HEALING REMOVES STATE 
DIVERGENCE CREATED BY SURPRISE-

INJECTED EVENTS THAT CANNOT 
BE PRECOMPUTED, AND THESE 

OCCURRENCES ARE FULLY SUBJECT  
TO THE EFFECTS OF LATENCY.
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situations. Having a motion-tracking 
data structure that can efficiently iden-
tify the minimum subset of objects 
that must be reworked is another key 
to avoiding unconstrained rollback, 
so much so that we believe the overall 
constraints are strong enough that this 
version should be called rework instead 
of rollback. (There are no claims that 
these techniques solve the general case 
of the rollback problem.)

Maintaining this healed, effectively 
consistent state does not violate the 
consistency-throughput tradeoff; we 
simply limit the effects of unavoidable 
latency into a small corner of the total 
design space and define the means to 
depart from that corner in an efficient 
manner. This is additionally supported 
by modeling the real physical world at 
the human scale, which is a sparsely 
populated space where objects tend to 
be far apart with respect to the size of 
the contact tolerances. This also helps 
limit the magnitude of changes with 
respect to how long and the rates at 
which divergences may grow, further 
preventing unconstrained rework 
requirements. Collectively, these con-
straints do not provide a universal sim-
ulation solution. Modeling the motions 
of snow crystals in the interior of an 
avalanche or the gas dispersion and 
mixing within the cylinder of an auto-
mobile engine are poor choices for this 
type of distributed simulation.

Another contributing enabling aspect 
is that effective consistency is not 
absolute binary consistency. Absolute 
binary consistency is problematic, espe-
cially when not every participating plat-
form uses identical hardware. For navi-
gating real-world objects at the human 
scale, precision or absolute matching 
in the 21st least significant binary digit 
is not strictly necessary. In the bicycle 
example, the critical threshold when 

considering contact between objects is, 
realistically, the thickness of automo-
tive paint, approximately 4 mil, or 0.1 
mm; we want our driving systems to cal-
culate and execute with far larger safety 
buffers during planning and movement. 
Should we merely scratch the paint of 
the automobile and bicycle, we will not 
be happy, but we will not have trans-
ferred enough energy to have caused a 
catastrophic crash.

When using a comparison threshold 
that has its most significant digit in the 
eighth significant binary digit, numeric 
issues, such as binary round-off error, 
become far less critical as those effects 
are primarily felt in the low-signifi-
cance digits. This also insulates the 
simulation algorithms from requiring 
true binary lockstep precision between 
participants to consider the state effec-
tively consistent. This tolerance-based 
systemic consideration honors the fact 
that the dynamic physical world is not 
mathematically perfect and keeps 
with the truth of simulation models 

expressed by George Box: “Essentially, 
all models are wrong, but some are use-
ful.”10 The more differing platforms 
that may participate in an effectively 
consistent and useful shared-reality 
simulation, the better.

Routine time-of-arrival artifacts in 
the networked computation state are 
eliminated by the state healing pro-
cess, providing the basis for more effec-
tive reasoning and recording of event 
streams, which, in turn, can provide 
definitive audit trails of which vehicle 
knew what exactly when. A divergent 
state not healed by normal operation 
can be treated as an error signal, alert-
ing other platforms either that they 
need to provide a safety buffer for a 
potential hardware failure or that there 
is an attempt to maliciously manipu-
late the shared state.

In this manner, a distributed net-
work of vehicles operates in a collec-
tive environment that is determinis-
tic in managing its shared data. The 
effectively consistent state across the 
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networked participants provides a 
robust starting point for validation 
and verification of the system partici-
pants’ software and interaction behav-
iors. Without an effectively consistent 
shared state, systematic and repeatable 
verification and validation of dynamic 
system-dependent, decision-making 
algorithms is impossible, and canned 
piecemeal situational tests are all that 
are left. Playback of recorded event 
streams can provide a DVR-like audit 
trail of which vehicle knew what infor-
mation and when. 

REALIZING THE PROMISE OF 
INTERACTIVE SHARED AR
Fulfilling the potential of interactive 
shared AR requires the adoption of an 
engineering approach to integrating the 
enabling technologies into working sys-
tems. Getting past engrained thinking 
about perceived technical showstoppers 
is a first step. For example, the described 
manner for managing the consisten-
cy-throughput tradeoff for interactive 
shared AR systems is strengthened by 
the fact that engineers have been able 
to develop distributed systems that pro-
vide for acceptable levels of consensus 
in the presence of failures, despite the 
theoretical implications for distributed 
computing of the Fischer, Lynch, and 
Paterson theorem.11

To be effective at improving traffic 
safety, engineers must treat interactive 
shared AR as part of complex sociotech-
nical systems. Nancy Leveson12 argues 
that system safety is a control problem 
in which the control system enforces 
safety constraints through technical 
and social controls. Social controls, 
such as laws and policy, regarding the 
use of interactive shared AR must be 
considered. In addition, ethics consid-
erations abound. For example, in the 

human-to-machine interactive shared 
AR used in safety-critical systems, does 
the human have a choice in what safe-
ty-related data he or she shares with 
others (machines or humans) at the 
roadway intersection? Similarly, in 
machine-to-machine interaction, is it 
acceptable for an engineer to design 
an interactive shared AR system that 
shares safety-related data only with 
users who are using technology devel-
oped by the engineer’s company? These 
and many other sociotechnical issues 
remain to be explored.

The traffic safety example is the 
proverbial tip of the iceberg in 
the leveraging of shared AR. 

Wherever people or automated deci-
sion systems have to operate in the 
presence of information hidden and/
or indirectly provided to some of the 
participants, shared-reality techniques 
can eliminate some of the difficulties 
in generating an appropriately syn-
chronized environment and provid-
ing the augmented display layer to 
improve the decisions made. 
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