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The repercussions of artificial intelligence (AI) in government are 

broad and significant. The characteristics of these technologies 

will have an impact on almost everything in public organizations, 

from governance or the multidimensional perspective of 

interoperability, to the organizational or social implications linked 

to concepts like public value, transparency, or accountability. This 

special issue seeks to shed light on foundations and key elements 

to be taken into account for AI adoption by public organizations. 

Governments are the primary 
enablers of technology and 
market stimulators and 
regulators of general activ-

ities in our society. Governments have 
always sought the common good and, 
therefore, the advancement of public 
and collective interests. This is key to 
understanding, as a first step, why the 
principles of public-sector organizations 
do not always match those of the private 
sector. Public and private perspectives 
are very different, whether they be man-
agement, strategy, or policy.

In recent years, public ser vices 
have improved due to the evolution 
of IT, making digital citizenry possi-
ble. Technology is a tool, and artificial 
intelligence (AI) enables an array of 
new applications, which may effec-
tively break with traditional ways to 
deliver services, provide novel ones, 
or update others. AI in government 
opens and expands the borders of 
the old e-government conceptualiza-
tion, becoming a kind of repetitively 
smarter smart governance. However, 
the social implications of AI in gov-
ernment are significant and far-reach-
ing and include the drivers of demo-
cratic rules that shape modern states. 
Given the current complexities of this 
technological and social panorama, a 
breakthrough gap should be filled with 
research and informed and transpar-
ent answers that help political decision 

makers, managers, IT directors, engi-
neers, and any other entity interested 
in or linked to the public sector and 
AI adoption. 

According to the Organisation for 
Economic Co-operation and Develop-
ment’s (OECD’s) definition, an AI sys-
tem may be conceived as 

machine-based system that can, 
for a given set of human- 
defined objectives, make predic-
tions, recommendations or deci-
sions influencing real or virtual 
environments. It uses machine 
and/or human-based inputs to per-
ceive real and/or virtual environ-
ments; abstract such perceptions 
into models (in an automated man-
ner, e.g., with ML or manually); and 
use model inference to formulate 
options for information or action. 
AI systems are designed to operate 
with varying levels of autonomy.1

The IEEE Position Statement on Arti-
ficial Intelligence urges governments to 
adopt policies on AI, highlighting the 
role of governments to ensure that AI 
serves the interests of society;2 recently, 
the ACM has urged the suspension of pri-
vate and governmental use of facial-rec-
ognition technologies, publishing a 
statement on the principles and prereq-
uisites for the development, evaluation, 
and use of unbiased facial-recognition 

technologies.3 As Misuraca and van 
Noordt highlight, the governance of AI 
should be seen by governments as an 
extension of existing regulatory tools, 
emphasizing the authors’ belief that 
“ethical and societal implications of AI 
adoption should be a matter of high con-
cern for regulators.”4 

In recent decades, AI was a topic 
almost exclusively studied within aca-
demia. Nevertheless, the confluency 
and popularization of different factors, 
such as the rise of algorithm analysis and 
more powerful and distributed process-
ing technologies, the big data phenom-
ena as well as new disciplines includ-
ing data science, have been the “perfect 
storm” to bring AI to the real world. In 
these scenarios, AI-based systems and 
technologies that autonomously enable 
process optimization based on elements 
such as machine or deep learning have 
also been implemented and used by pub-
lic organizations and governments. 
AI has also been included in political 
agendas, raising public debate on its 
benefits but also on the new chal-
lenges associated with the adoption of 
these technologies. 

Public policies have started to con-
sider this topic, but legal regulations 
and newly required standardization 
initiatives, such as the IEEE P7000 
Standards, are still currently in devel-
opment. In this scenario, governments 
face additional challenges related to the 
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special characteristics of public orga-
nizations and the importance of com-
ponents such as citizens’ rights, ethics, 
transparency, and accountability.

In addition, governments as imple-
menters and users of technology look-
ing for the best method of public ser-
vices delivery are facing additional 
challenges in this field because of its 
very nature. A double key role is given 
to government when it is the organi-
zation that will adopt AI technologies, 
taking into account the special nature 
of public administrations on the one 
hand and on the other hand, especially 
now, with the perspective of digital gov-
ernment that, according to the OECD, it 
is referred to as “the use of digital tech-
nologies, as an integrated part of gov-
ernments’ modernisation strategies, to 
create public value.”5 

The potential of public value incr-
eases when data are taken as a core ele-
ment in those public organizations look-
ing for a data-driven digital government. 
It happened before with interoperability 
and is occurring now with AI in a more 
advanced state. According to Berryhill 
et al., “Every AI project starts from the 
same point: data,” underscoring the fact 
that governments should guarantee that 
they have access to enough unbiased 
data quality and quantity before tak-
ing advantage of AI techniques.6 Within 
data-driven public organizations, now 
more than ever, multidisciplinary knowl-
edge linking business domains, data, 
and technology will be crucial. A sim-
ple understanding of the training phase 
of machine learning models helps us 
understand why data preprocessing 
phases could have a strategic impact 
and therefore why occupations such as 
data scientists will also be a determinant 
within public organizations.

The importance of delivering pub-
lic services to citizens with enough 

guarantees that are guided by dem-
ocratic values, rights protection, the 
rule of law, safety, and security have 
important implications. Other dimen-
sions—even more important than 
t he technical ones—are key when 
these services are being delivered 
electronically or are a part of elec-
tronic processes. 

Again, the significant elements 
linked to the governance, legal, orga-
nizational, and societal parameters of 
technological adoption also seem to be 
the core elements with AI in government, 

even more so than the technology itself. 
The evolution from an exclusively techni-
cal perspective to the multidimensional 
perspective emphasized by Jimenez et al. 
on interoperability in digital govern-
ment7 seems to have been again revisited 
and amplified with the adoption of AI in 
public organizations where, additionally, 
ethical issues could also have important 
implications. New standards adoption 
sponsored by the IEEE Computer Soci-
ety, including IEEE P7003 Standard for 
Algorithmic Bias Considerations and IEEE 
P2863 Recommended Practice for Organi-
zational Governance of Artificial Intel-
ligence, will be important elements to 
ensure that the right next steps are 
taken on AI adoption.

IN THIS ISSUE
This theme issue aims to contribute 
to the advancement of AI adoption by 

public organizations, looking for the 
development of theory and practice in 
this field. We received 18 submissions 
to our call for papers and selected six 
articles for this issue. The topics of the 
selected articles are linked to the field 
of management and the organiza-
tional dimension of technology adop-
tion, public policy, transparency, secu-
rity, legal, and ethics. In addition, two 
articles on specific projects have been 
included under the category of using 
machine and deep learning in the field 
of health care.

The first article, “Managing Artifi-
cial Intelligence Deployment in the Pub-
lic Sector,” is one of the very few works 
published to date based on empirical 
evidences that goes into depth on the 
organizational challenges and keys for 
a successful AI deployment in public 
organizations. Campion, Hernandez, 
Mikhaylov, and Esteve highlight the  
fact that most of the challenges in AI 
deployment are during the implemen-
tation stage and require long-term 
strategies and short-term actions to 
address the challenges. Playing import-
ant roles in this are elements such as 
leadership, stakeholder management, 
data standardization, training, and 
data-sharing agreements. Derived 
from their findings, the authors pro-
pose a framework to manage AI in the 
public sector based on a combination 
of success factors.

THE POTENTIAL OF PUBLIC VALUE 
INCREASES WHEN DATA ARE TAKEN 

AS A CORE ELEMENT IN THOSE PUBLIC 
ORGANIZATIONS LOOKING FOR A DATA-

DRIVEN DIGITAL GOVERNMENT.
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In the second article, “Public Strat-
egies for Artificial Intelligence: Which 
Value Drivers?” Viscusi, Rusu, and Flo-
rin analyze the values that drive AI 
strategies developed by different gov-
ernments on a global level and discuss 
the risks and challenges of AI. The 
authors identify the misalignments 
among fundamental values and the AI 
strategies developed that would be 
relevant in the AI development.

T he t h i rd a r t icle, aut hored by 
Cobbe, Lee, Janssen, and Singh, is “Cen-
tering the Law in the Digital State.” It 
showcases the importance of the rule 
of law, the legal requirements for pub-
lic-sector decision making and human 
rights, and the fundamental principles 
of good government. The article spot-
lights the transparency issues linked 

to automated decision-making tech-
nologies in the public sector; focuses 
on relevant legal frameworks and their 
limitations; and explores the way for-
ward, from both regulatory and socio-
technical system perspectives.

A different perspective is adopted in 
“Transparency as Threat at the Intersec-
tion of Artificial Intelligence and Cyberbi-
osecurity.” The article discusses the con-
flicts between transparency and secrecy to 
protect national security. More specifically, 
this fourth article, authored by Jordan, 
Fenn, and Shannon, involves the authors’ 
perspective on the potential risks and 
threats related to national security based 
on the cybersecurity issues that would be 
linked to transparency in the context of AI 
and biological data and proposes the use of 
risk assessment tools.

Finally, two articles linked to the 
field of health care were selected, both 
on research projects developed in 
Latin America. In “RIGOR: A New Pro-
posal for Predicting Infant Mortality 
in Government Health Systems Using 
Artificial Intelligence in Brazil,” Silva, 
Rodrigues, and Ishii present research 
wherein a methodology was devel-
oped to predict the mortality rates 
newborn children based on features 
such as an APGAR score and gestation 
weeks, which were extracted from 
Brazilian government data sets. 

The sixth and final article, authored 
by González-Briceño, Sánchez, Orte-
ga-Cisneros, García-Contreras, Diaz, 
a n d Moya-Sánchez, is “Artificial 
Intelligence-Based Referral System 
for Patients With Diabetic Retinop-
athy.” It presents works based on deep 
learning techniques and addresses 
screening diabetic retinopathy for the 
reduction of vision loss and blindness 
risk in patients. The authors approach 
this methodology from the perspec-
tive of clinical integration and confront 
the lack of optometrists in the specific 
region of the project. 

With this selected set of thought- 
provoking articles, a special attempt 
was made to illustrate the research and 
practices that are breaking through. AI 
in government reflects a reality that is 
booming with great complexities and 
technological, organizational, legal, 
and social problems still to be solved. 
But there is a promising, fruitful line of 
work for professionals as well as for aca-
demics, which might return relevant 
benefits and innovative, efficient ways 
of understanding classic governmental 
relationships. 
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