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The health-care industry is predicated on inven-
tion. Recent global events have placed an unprec-
edented demand on health-care ingenuity, way 
beyond the stress, sweat, and courage endured. 

Today’s evolving health-care innovation methods create 

many avenues for emerging technolo-
gies to improve lives—conversational 
artificial intelligence (AI) is perhaps the 
most exciting health-care innovation 
outside of biotechnology labs.

“Many health-care companies are 
passionate about innovation but less ex-
perienced with fast, iterative software 
development processes. This is starting 
to change in a meaningful way, but we 
are now seeing a more agile innovation 
cycle, like that used to develop software, 
built on an adaptable and nimble exper-
imentation platform,” observes Evan 
Macmillan, cofounder of Gridspace, 
a leader in conversational AI for the 
health-care industry.1 Two key exam-
ples are Pfizer/BioNTech’s messenger 
RNA (mRNA)-based COVID-19 vaccine 
platform, which can quickly adapt to 
the new variants,2 and CureVac’s MRNA 

printer, which can print myriad genetic fingerprints to 
combat not just COVID-19 but also Ebola, Zika, and Lassa.3

Conversational AI has grown rapidly in sophistica-
tion and adoption over the past several years. Recently, 
Microsoft acquired conversational AI pioneer Nuance,4

which, among other offerings, provides deep learning voice 
transcription services for health care. Other conversational 
AI platforms, such as Amazon Web Services’ Alexa,5 Apple 
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Siri, Google Assistant, and Microsoft, 
offer easy-to-build, off-the-shelf ser-
vices that accelerate the development 
and deployment of generalized con-
versational applications.6 Although 
these general-purpose platforms allow 
for easy “assembly” of rudimentary 
virtual assistants, they are difficult 
to customize. This is because their in-
ternal models, training data, and data 
pipelines are inaccessible, and their se-
quential workflow and data-sharing 
structures increase response latency, 
which creates awkward user-agent  
dialogue delays.

There are other purpose-built con-
versational AI tools emerging that 
allow engineers under the hood to 

develop highly sophisticated applica-
tions for case-specific dialogues. One 
such exa mple is Gr id space Grace, 
which presents a virtual assistant di-
alogue almost indistinguishable from 
a real human. Grace was recently used 
to help schedule COVID-19 vaccines for 
people without online access by call-
ing them directly, “talking” them 
through the scheduling process, and 
answering any questions they might 
have. Today, conversational AI is hav-
ing its greatest impact in two key ar-
eas: administrative automation and 
continuous care.

ADMINISTRATIVE 
AUTOMATION
Conversational AI has been proven an 
effective method in replacing human 
communication steps in administra-
tion workflows, such as insurance cov-
erage verification, identify verification, 
scheduling, information gathering, and 
cross-organization communications. 
Once the communication steps are au-
tomatic, the entire administrative work-
flow can be automated using common 

robotic process automation tools. This 
frees resources and budget away from re-
petitive noncognitive tasks to more criti-
cal caregiving. 

Patient data privacy and sover-
eignty and regulatory compliance will 
soon be competitive advantages as well 
as imperatives for health-care provid-
ers. Conversational AI offers a confi-
dential and trustworthy alternative to 
traditional human-in-the-loop infor-
mation gathering. Experiments with 
computational linguistics have shown 
since the 1960s that people will often 
trust the discretion of a nonjudging 
and discrete synthetic assistant over 
a human.7 The accuracy, privacy, and 
efficiency that conversational AI will 

bring to clinical admission, discharge, 
and feedback will continue to change 
the public face of health care.

CONTINUAL CARE
Hospital stays are expensive. In-hospi-
tal patient care is often extended for 
observation and continual care, despite 
studies showing that patients often re-
cover faster at home than in a hospital.8 
Conversational AI, coupled with smart 
health monitoring, allows patients to 
transition from hospital to home care 
earlier, which saves costs and increases 
recovery rates. In many situations, the 
combination of smartphones, mobile 
applications, Internet-attached medi-
cal devices, the Internet of Things (IoT), 
and conversational AI all provide a 
platform for continued outpatient care 
that rivals inpatient care.

From posttreatment recovery to well- 
ness checks, a “virtual caregiver” plat-
form equipped with conversational AI 
and connected devices will revolution-
ize elderly care, digital therapy, and 
continual care. “Imagine taking home a 
few IoT devices that can talk to both you 

and your doctor from home in natural 
language,” posits MacMillan.1

Dr. Milica Pejović-Milovančević, a 
child psychiatrist at Belgrade’s Institute 
of Mental Health, notes that “although 
conversational technologies lack the 
human touch, they can successfully 
automate many activities in mental 
health-care provision[s]. Examples 
include diagnostics, reaching out and 
contacting new patients, progress 
monitoring, reminders, and initiating 
small talk to elicit important informa-
tion from patients during depres-
sion treatment.”9

CONCEPTUAL 
ARCHITECTURE
The breakneck maturation speed of 
conversational AI across various in-
dustries and applications in recent 
years means that one can develop the 
conceptual architecture for a virtual 
caregiver built on interdependent lay-
ers, as presented in Figure 1:

 › The data layer contains the 
sources of structured (for ex-
ample, personal health records) 
and unstructured data (such as 
health training data).

 › At the knowledge layer, health 
information is retrieved or cre-
ated from the existing sources 
or the virtual caregiver’s data 
layer. This layer contains med-
ical knowledge bases (that is, 
ontologies) and a live repository 
of patient-related information 
that is built and updated using 
automated data analysis and 
interpretation tools.

 › The information generated at 
the knowledge layer is input for 
the service layer, where auto-
mated health-care decisions are 
made for prevention, diagnosis, 
and therapy.

 › Once the decisions for users are 
ready, they are communicated 
to a dialog layer, which accom-
plishes the following tasks: 
● It processes the input informa-

tion from the service layer or 

“Many health-care companies are passionate about 
innovation but less experienced with fast, iterative 

software development processes.”
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from end users using natural 
language understanding 
(NLU) techniques.

● It creates conversation 
threads, either by following 
predefined dialog rules or 
with probabilistic machine 
learning tools selected  
driven by the dialog manage-
ment module.

● It outputs from the dialogue 
management module produce 
responses using natural lan-
guage generation tools.

 › The dialog layer responses  
are then delivered to the 
presentation layer and on to 
the patient via an array of 
presentation methods (for ex-
ample, text, image, voice, and 
multimode).

The conversational threads take a 
round-trip journey through the lay-
ers where the patient and/or the con-
nected medical device requests are 
ingested, interpreted, and enriched 
wit h hea lt h-specif ic information 
from the data, knowledge, and ser-
vice layers. This information is fed to 
the dialog layer, which delivers the 
response to the patient via the pre-
sentation layer.

THREE KEY CLINICAL  
USE CASES

Prevention
Conversational AI is being applied in 
three settings: prevention, therapy, 
and diagnostics. Various caregivers 
help maintain the specific aspects of 
human health. They do so by facilitat-
ing the desirable well-being behaviors 
connected with that particular health 
aspect(s) to avoid degradation and de-
cline. The examples include physical 
activity, nutrition, and regular sleep. 
The immediate goal behind the dif-
ferent applications is sustained user 
engagement in these behavior, while 
the critical long-term goal is that the 
behaviors become a person’s self-care 
habits or everyday routines.

Caregivers act as a companion, ad-
visor, or coach who tries to establish 
deeper social bonds with their users. 
This way, it is assumed that users will 
perceive them as peers with authority, 
follow their inputs, and engage in tar-
get behaviors. Over time, the caregiv-
ers learn about their collocutors and 
personalize their suggestions to the 
user’s needs and preferences. Forksy 
is an example of automated nutrition 

advising.10 A female persona con-
ducts conversations on food-related 
topics, keeps a diary of the user’s food 
intake, and provides a diet schedule 
with nutrition recommendations and a 
fitness program. Ally is an embodied, 
virtual fitness coach that facilitates 

an active lifestyle.11 It promotes a 
healthy way of life by offering and fol-
lowing personalized workout plans 
for weight management.

Therapy
The advancements in natural language 
processing technologies have enabled 
conversational AI to conduct more hu-
man-like conversations. Also, the abil-
ity to recognize and interpret the user’s 

mental and emotional states during 
and from spoken or written discourse 
have made these technologies more 
humane and trusted. They have be-
come a natural fit for certain medical 
practices, such as cognitive behavioral 
therapy and medication monitoring.

FIGURE 1. A conceptual conversational AI architecture for health care. NLU: natural 
language understanding; NLG: natural language generation. 
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Conversational AI offers a confidential and 
trustworthy alternative to traditional human-in-the-

loop information gathering.
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Woebot12,13 is a digital therapist 
that guides its users through open 
conversations to estimate their cur-
rent mood (for example, small talk 
about current events and happenings 
in the patient’s life). It then initiates 
structured dialog sessions, such as 
mirroring/paraphrasing what users 
have previously said or labeling/ac-
knowledging how they might feel at 
the moment. The former shows the 
person that it is listening and under-
stands them, while the latter tries to 
counterbalance negative emotions 
and reinforce positive ones (“You 
look like …” or “It seems like …”). The 
approach attests to positive health 

outcomes—neutralizing anxiety/depres-
sion12 and reducing substance use13 in 
younger people. Florence is a virtual 
nurse that supports users in specific 
treatment/rehabilitation activities.14 
It speaks with its users to remind 
them to take their prescribed medi-
cations(s), keep track of their health 
(body weight and women’s health), 
and provide real-time information on 
nearby doctors/pharmacies.

In mental therapy, virtual caregiv-
ers can reduce the overburden on doc-
tors of routine patient check-ins that 
complement face-to-face treatments. 
Dr. Pejović-Milovančević observes 
that, “At the moment, we have even 25 
such controls per day, while the norm is 
up to 12.” Moreover, she states, “Digital 
communicators are technical means to 
make the conversation ongoing. This is 
crucial for helping some technology-lit-
erate populations, such as children with 
speech-linguistic and nonverbal devel-
opmental issues (that is, autism).”9

Diagnosis
Some conversational applications can 
recognize symptoms of illnesses to 

inform users about the changes/de-
clines in their health and recommend 
a course of action. They conduct a 
structured Q&A dialog to elicit the 
necessary user information. The col-
lected data are a basis for making a 
diagnosis. The information is mainly 
subjective (self-repor ted by users) 
and may influence an accurate diag-
nosis. The course of action is often a 
medication program or doctor visit. 
For example, Symptomate is a diag-
nostic caregiver that screens its pa-
tients and provides the diagnosis for 
a range of conditions (roughly 700).15 
The screening is done through a con-
versational Q&A session from which 

the virtual caregiver establishes a 
diagnosis as a ranked list of pos-
sible conditions with a confidence 
level (for example, strong, moderate, 
or weak).

The different virtual caregivers help 
people quickly find information re-
garding their health. Even the demo-
graphic groups with a lower techno-
logical literacy, such as older adults, 
primarily use commercial voice as-
sistants (such as Amazon Alexa) to 
search for health-related information 
online.16 These caregivers extract key-
words from conversations with their 
users and query the available knowl-
edge bases to find answers. They can 
deliver responses in a textual or doc-
ument form. Some caregivers, such as 
Gridspace Grace, automate health-care 
customer services, including medical 
advising on COVID-19.17

As Dr. Pejović-Milovančević high-
lights, “Conversational AI provides op-
portunities for teletherapy by engag-
ing patients’ families (that is, parents) 
to work with their children under the 
continuous supervision of doctors so 
they do not feel alone.”9

A LOOK INTO THE FUTURE
There are several key areas where con-
versational AI in health care will grow 
and mature.

 › Admission avoidance: Conversa-
tional AI can provide the autono-
mous screening and treatment 
of outpatient ailments, thus 
reducing the number of hospi-
tal admissions.

 › Explainability: Conversational AI 
systems typically use black-box 
models to take a set of inputs 
to produce dialogue. Exposing 
the details of this process in a 
patient-friendly manner will 
become crucial as virtual care-
givers increase their role in di-
agnosing a user’s current health 
and prognosis and making 
treatment recommendations.

 › Transparency: Conversational 
AI’s capabilities in health 
care still fall short of human 
medical professionals. As this 
gap shrinks in the coming 
years, there will be increased 
demand for transparency on 
where the conversational AI 
limits lie and where consulting 
a professional is needed. Added 
transparency on how patient 
information is collected and 
used will also help foster  trust 
in virtual caregivers.

 › Continuous health care: As 
mentioned previously, conver-
sational AI holds great potential 
for continual care, which short-
ens hospitalizations by provid-
ing autonomous care once the 
patient transitions back home. 
However, in the future, this 
will not just continual be but 
constant—assisting the patient 
“in sickness and in health” with 
nutrition, prevention, diagnos-
tics, exercise, real-time check-
ups, and alerts.

 › Automated application creation: 
Advancements in automated 
application development will de-
mocratize health-care solutions 

The screening is done through a conversational 
Q&A session from which the virtual caregiver  

es tablishes a diagnosis.
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creation process by enabling 
medical experts to develop, 
deploy, and test applications 
without involving designers and 
programmers.8

 › Multiparty communications: The 
systems involving patients, 
health-care professionals, 
and families through medi-
ated or separate peer-to-peer 
multiparty dialogs, while 
challenging, are feasible and 
will take on a central role in 
health-care communications in 
the future.18

 › Integration with legacy systems: 
Aside from the practical con-
cerns regarding security and 
privacy, a better connectivity of 
digital medical records, medical 
devices, hospital procedures, 
and health-care staff will reduce 
the burden on health-care 
services and provide faster and 
more effective care.

A lthough conversational AI is 
making rapid inroads in the 
health-care industry, partic-

ularly in administrative automation 
and continual care, its greatest poten-
tial could be in preventive, therapeu-
tic, and diagnostic care. This space is 
maturing rapidly, and even though the 
future looks bright for virtual caregiv-
ers, there are significant hurdles yet to 
be cleared. At present, conversational 
AI cannot replace health-care profes-
sionals, but doctors who use it will re-
place those who do not. 
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