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Biometric applications serve to identify individ-
uals based on their biological characteristics or 
behaviors. Currently, fingerprints and faces are 
the predominantly used biometric modalities, 

but systems based on hand veins, irises, or 
voices are also available. Biometric applica-
tions can use single modalities or combine 
multiple ones, and they can process static 
data (for example, for facial recognition) 
as well as data sequences (for example, for 
video identification or speaker verifica-
tion). Data can be acquired using single or 
multiple sensors of different types (for ex-
ample, optical or acoustic).

Nowadays, biometrics are being increas-
ingly used in many applications in differ-
ent sectors. Such applications range from 
automatic border control and physical ac-
cess control in some contexts to a plethora 
of use cases in which biometrics are used 
for authenticating individuals (for exam-
ple, for authorizing user actions on mobile 

devices in the consumer sector). This widespread use is 
mostly based on substantial performance improvements 
due to the use of connectionist artificial intelligence (AI) 
methods, in particular, deep neural networks (DNNs). One 
striking example of their superiority over traditional sys-
tems is their ability to match facial images taken from dif-
ferent angles with high probability.1
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 Current biometric applications exhibit numerous 

connections to artificial intelligence (AI). They 

use AI to boost their performance, can fall prey 

to attacks targeting AI components or based on 

AI, and can use AI to ward off attacks.
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Since biometric applications im-
plement a security functionality, they 
constitute valuable targets for attack-
ers. Despite the impressive results 
shown by current biometric AI sys-
tems, these systems exhibit a range 
of vulnerabilities—many of which 
can themselves be exploited with the 
use of AI.2 Some of these vulnera-
bilities are specific to the AI systems 
whereas others also apply to tradi-
tional biometric systems. Depending 
on the application-specific ambient 
conditions and the security level re-
quired, these vulnerabilities must be 
mitigated, and, again, AI methods 
play an important role in this.2 Figure 1

provides an overview of the interplay 
of biometrics and AI based on the 
example of authentication using fa-
cial biometrics.

VULNERABILITIES OF 
BIOMETRIC SYSTEMS

Attacks on AI
It is well known that applications that 
rely on connectionist AI methods (for 
example, DNNs) face novel attacks.3 

Also, the prevalent ambient conditions 
of biometric applications do not usu-
ally detract from these new threats.

Con nect ion ist A I met hods a re 
trained using a large amount of data. 

A robust performance of an AI sys-
tem depends on the availability of 
training and of test data of a suffi-
cient quantity and quality, that is, 
the data should be representative, 
unbiased, and correctly labeled. At-
tackers may target this training pro-
cess by inserting maliciously crafted 
samples into the training data set. 
Such poisoning attacks can aim to 
degrade a system’s overall perfor-
mance or, more concerningly, they 
can aim to insert backdoors that an 
attacker can use when interacting 
with the deployed system later on. 
In a backdoor attack on a biometric 
system, malicious samples include a 

FIGURE 1. A facial-biometrics system based on AI is trained using labeled facial images for the purpose of identifying individuals 
(left part). During operation, individual users can be enrolled to the system, which stores reference images (right). Later on, new 
images of enrolled users, which are acquired through sensors, can be matched with the stored references to identify the users (right 
part). The system can fall prey to backdoor and adversarial attacks directly targeting the AI components (upper part) and to morphing 
attacks manipulating the reference data (lower right). Mitigations to these attacks (green parts) can use AI methods themselves but 
can also rely on cryptographic techniques to prevent manipulations by protecting the integrity of the data, which allows for certifying 
their quality. (© BSI; used with permission.)
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trigger pattern strongly associated 
with a particular identity chosen by 
the attacker. If an AI model is trained 
using these samples, presenting the 
trigger pattern to it will cause tar-
geted misclassifications, allowing 
an attacker to impersonate another 
individual (see Figure 1).4

Another AI-specific vulnerability 
is exploited by evasion attacks (also 
known as adversarial attacks), which 
use specially crafted inputs (called 
adversarial examples) to cause a de-
ployed AI model to make unintended 
decisions. In facial recognition, such 
inputs can, for instance, be special 
patterns attached to a glasses frame 

or a cap, which allow an attacker to 
impersonate some other individual 
(see Figure 1).5,6 When considering 
speaker verification, adversarial ex-
amples are special noise patterns, 
which are added to an audio signal to 
change the output of the system un-
der attack while being inaudible to 
the human ear.7,8 It is highly unlikely 
for adversarial examples to occur 
naturally. However, they can be effi-
ciently precomputed if the attacker 
has access to the model internals. The 
attacker can sidestep this require-
ment by training a surrogate model.

Due to the large space for possible 
inputs and the lack of interpretability 
of current connectionist AI models, 
it is very hard to reliably prevent and 
detect such attacks. In some major ju-
risdictions, where biometric data are 
specially protected (for example, by the 
European Union General Data Protec-
tion Regulation) and, thus, not easily 
available in large quantities, the threat 
of poisoning attacks is aggravated since 
AI developers may be tempted to use 
whatever data they can legally attain.

Attacks Using AI
Biometric systems may be fooled by 
fake inputs, which are created by manip-
ulating original biometric data using AI 
methods. Currently, a particular target 
of these attacks is biometric systems  
processing data sequences. For instance, 
speaker-verification systems can be de-
ceived by means of AI-based voice-gen-
eration and modification methods, such 
as voice conversion or text-to-speech 
methods. Using voice-conversion meth-
ods and given arbitrary words and sen-
tences spoken by an individual, it is 
possible to convert audio data in such a 
way that the speaker characteristics are 
changed to those of a selected speaker 

while the linguistic content of the au-
dio remains unaltered.9 Video-based 
biometrics can fall prey to AI-based ma-
nipulation techniques.10,11 Depending 
on the use case, attackers may employ, 
for example, face-swapping techniques, 
which use videos of an attacker and a 
victim to create fake videos by seam-
lessly replacing the attacker’s face with 
the victim’s.

Creating high-quality audio and 
video fakes requires training an AI 
model with a sufficient amount of 
data of the victim of an attack. Hence, 
targeted attacks may be challenging 
unless such data are publicly available, 
as is the case for persons of public in-
terest. However, it should be noted that 
recent research has made significant 
progress in reducing the amount of 
training data required of a victim. In 
general, due to the increasing avail-
ability of free tools, public data sets, 
and computing power, creating realis-
tic fakes has become much easier, and 
even real-time manipulations seem 
within reach. These techniques can 
be used not only to attack biometric 

authentication systems but also, for in-
stance, to influence public opinion via 
sophisticated fake news.

Another type of attack in which 
AI techniques are increasingly being 
used is called the morphing attack.12 It 
is well-documented in facial recogni-
tion, where the facial images of multi-
ple individuals can be fused together 
to create a new facial image that has 
a great similarity to all of the original 
faces. Since facial-recognition systems 
are designed to be robust against natu-
ral variances in human faces, this sim-
ilarity is usually sufficient to achieve 
high verification results. In this set-
ting, the attack consists of replacing 
the reference images enrolled to the 
system that are used for identifying an 
individual (see Figure 1). An attacker 
may, for instance, aim to insert the 
morphed image into a passport, allow-
ing more than one individual to use it 
for passing border control.

Presentation Attacks
Yet another, non AI-specific threat is 
posed by presentation attacks (PAs), 
which use artifacts that counterfeit hu-
man characteristics to fool a biometric 
system. While some PAs require be-
spoke equipment, such as authentic fa-
cial masks, rather basic PAs, for exam-
ple, those using simple 2D facial images, 
are remarkably successful in many 
cases. PAs exploit shortcomings in the 
sensory information available to and 
its processing by the biometric system. 
For example, facial-recognition systems 
using only 2D optical information can 
often be easily fooled by printed images 
or images shown on screens, and finger-
print sensors often fail to distinguish 
real fingers made of flesh and blood 
from fake ones made of materials like 
silicone, wood glue, or latex.13,14

MITIGATIONS

Mitigating Attacks on AI
Several approaches exist for mitigat-
ing AI-specific attacks.3 Most of these 
approaches are not application-spe-
cific and, hence, can directly be applied 

Due to the large space for possible inputs and the 
lack of interpretability of current connectionist  

AI models, it is very hard to reliably prevent and 
detect such attacks.
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to AI systems used in biometrics (see 
the green parts of Figure 1).

Although many mitigations to eva-
sion and poisoning attacks have been 
proposed and explored, an arms race 
is taking place in this area, and, so far, 
there is no knowledge of a mitigation 
that can reliably thwart an adaptive 
attacker adjusting his or her attack to 
take the defenses in place into account. 
Nevertheless, deploying defenses can 
help raise the bar for attackers, thus 
decreasing the likelihood of success-
ful security breaks.

Common countermeasures to eva-
sion attacks include robustif ying 
the training procedure by using regu-
larization methods or adversarial 
training, which integrates relevant 
adversarial examples into the training 
procedure, or preprocessing inputs to 
hamper the effectiveness of adversar-
ial examples or to detect them.15 A gen-
eral approach consists of restricting 
access to the model and the informa-
tion on it. This can hinder direct query 
attacks as well as model-extraction at-
tacks used to create substitute models 
for crafting attacks. Whereas this gen-
eral approach may not prevent black-
box attacks altogether, it raises the bar 
for attackers.

Similarly, several generic mitiga-
tions to poisoning attacks have been 
proposed, in particular, methods for 
detecting poisoned samples in the 
training data. Another mitigation tran-
scending the level of the AI system is to 
guarantee the quality of the training 
data by carefully selecting them from 
reliable sources and protecting their 
integrity along the whole data supply 
chain, thus preventing an attacker 
from tampering with them. Research 
on creating synthetic biometric data for 
training AI models may also alleviate 
the problem of the limited availability 
of biometric data in some jurisdictions 
and the increased susceptibility to poi-
soning attacks resulting from it.16

Other fields of research in AI can 
likewise be profitable for dealing with 
attacks. On the one hand, explainable 
AI (XAI) methods can improve the 

interpretability of AI models, which 
may help to identify vulnerabilities in 
them and to more easily detect attacks. 
On the other hand, the formal verifica-
tion of AI models can be used to guar-
antee their resistance against certain 
types of attacks. So far, the verifica-
tion of AI is restricted to very limited 
boundary conditions.

Mitigations Using AI
AI doesn’t just introduce new vulner-
abilities: It is a double-edged sword in 
IT security that can also be wielded for 
defense. Attackers may be able to use 
AI models for creating fake inputs us-
ing voice conversion or face swapping, 
but defenders can train AI models to 

spot these attacks.17,18 In addition, AI 
models can help to tackle the notori-
ously difficult problem of PA detection 
(PAD) by efficiently extracting and as-
sessing all of the available and possibly 
multimodal sensory information.19 
However, it should be noted that such 
AI-based defense methods can them-
selves be the targets of AI-specific at-
tacks, like adversarial attacks.

FURTHER MITIGATIONS
Other technical and organizational 
measures can also mitigate attacks. 
When dealing with fake inputs, chal-
lenge-response methods can make at-
tacks more difficult, preventing attack-
ers from precomputing the inputs and, 
instead, forcing them to compute them 
online. For instance, in video identifica-
tion, having a user move his or her fin-
ger in front of his or her face or having 
the user use reflective objects can help 
to bring forth inconsistencies in fake 
inputs. Additional sensors of different 
types (for example, for detecting the 
material or 3D structure of an object) 

can also be used for PAD, targeting the 
root cause of PAs and, thus, consider-
ably raising the bar for attackers.13,14

A general organizational measure 
consists of changing the ambient con-
ditions when biometrics are used. Par-
tial human supervision may be used to 
deter attackers and expose them more 
easily, for example, in border control.

STANDARDS AND 
REGULATION
Although biometrics are widely used in 
many applications in the public, indus-
trial, and consumer sectors, the number 
of security standards is quite limited so 
far, and AI-related attacks and defenses 
are not their focus. Generally speaking, 

the security levels that different stan-
dards enforce vary considerably.

In the consumer sector, the Fast 
Identity Online standards play an 
important role for facial- and finger-
print-recognition systems on mobile 
devices.20 They serve as a first step 
by creating a baseline security level, 
but they do not consider even slightly 
more advanced attacks. Several stan-
dards address mitigations to specific 
attacks, like morphing21 and PAs.22 In 
the public sector, more stringent regu-
lation is generally in place, particularly 
for high-security applications, such as 
automatic border control. New regu-
lation also targets sensitive applica-
tions in the consumer sector,23 where 
biometrics-based authentication has 
become immensely popular on mobile 
devices for unlocking them, accessing 
their functionalities, and authoriz-
ing money transfers via fingerprint 
or facial recognition,24 for example, 
in widespread payment solutions pro-
vided by companies like Apple, Google, 
Samsung, and Alibaba.

These techniques can be used not only to 
attack biometric authentication systems but 

also, for instance, to influence public opinion via 
sophisticated fake news.
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The relations between AI and 
biometrics are numerous. AI 
has been of paramount impor-

tance for increasing the performance 
of biometric systems to levels unseen 
with previous technology. Yet, AI can 
also bring forth new attacks, both as 
a new target and as a new tool for at-
tackers. There are mitigations of vary-
ing effectiveness to these attacks, and 
many of these are based on AI them-
selves. However, in the arms race be-
tween attackers and defenders that is 
so typical of security-related areas, it 
is important that defenders keep pace 
with their counterparts. As much as 
ever, the concrete defensive measures 
to be applied depend strongly on the 
applications and their specific ambi-
ent conditions. The consumer sector 
needs special attention in this respect. 
Taking into account that biometrics, 
even when using AI methods, are not 
the silver bullet for secure authenti-
cation, existing standards should be 
updated, tightened, and enforced with 
a focus on sensitive consumer applica-
tions. Germany’s Federal Office for In-
formation Security (BSI) is working to-
ward this direction by developing new 
mitigation techniques and test criteria 
for certifying biometric systems on 
higher security levels.23 
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