
Much of the current thinking regarding the 
roles of the Chief Privacy Officer (CPO) and 
the Data Protection Officer (DPO) evolved 
from the last decade’s rollout of the European 

Union’s (EU’s) General Data Protection Regulation (GDPR). 
Early GDPR concerns initially focused on “big picture 
skills” and administrative expertise1 that prioritized legal 
and policy analyses of GDPR (and, subsequently, additional 
regulations such as the California Consumer Privacy Act). 
A half-dozen years later, frameworks have evolved for im-
plementing privacy policies, procedures, and governance, 
the most common including some variation of the Privacy 
by Design (PbD) philosophy approach promulgated by Ann 
Cavoukian.2 Now there is a significant upshift in focus to 
what needs to be specifically implemented to achieve the 
outcomes promised by those frameworks. This upshift has 
given new traction to the specialty of privacy engineering, 
which is the technical companion to the policy roles played 
by the CPO and the DPO.

The shortcomings in privacy en-
gineering are expensive. Businesses 

operating in Europe were fined US$1.2 billion in 2021 
for violations of GDPR privacy regulations.3 Research 
shows that business suffering data breaches that im-
pact private data can result in a permanent loss of 21% 
of their customers.4

Privacy is now a complicated ecosystem for all enter-
prises. The diverse rubric of state, national, and regional le-
gal requirements make compliance a challenge. Many cus-
tomers have an expectation of privacy that is an important 
factor in their willingness to establish and maintain busi-
ness relationships. Privacy architectures need to be flexible 
and yet robust—no easy feat.

Privacy engineering is an emerging field that develops 
the tools, methodologies, and processes for meeting the pri-
vacy requirements and expectations of regulators and cus-
tomers. Privacy is intertwined with technologies and tech-
niques for data protection and cybersecurity, so it is much 
more than a legal or policy issue—it is a technical problem 
requiring the application of sophisticated solutions that 
meet legal and customer success objectives.5

Translating legal and policy mandates to an appropri-
ate application of technology solutions requires privacy 
engineering to support the objectives of the Chief Privacy 

Digital Object Identifier 10.1109/MC.2022.3192948
Date of current version: 26 September 2022

Privacy Engineering
Joseph Williams  and Lisa Nee, Infosys Consulting 

Privacy has moved beyond the “by design” 

phase to how we actually need to engineer  

the solutions.

COMPUTING ARCHITECTURES
EDITOR JOSEPH WILLIAMS

Infosys Consulting;  
joseph.williams@infosys.com

C O M P U T E R   0 0 1 8 - 9 1 6 2 / 2 2 © 2 0 2 2 I E E E 	 P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y  O C T O B E R  2 0 2 2 � 113

http://orcid.org/0000-0002-2097-7914


114	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

COMPUTING ARCHITECTURES

Officer.6 At a global enterprise 
scale, the application of artificial 
intelligence (AI) technologies to 
privacy engineering is necessary 
to effectively protect the enterprise 
while continuing to enable the pro-
ductive use of data.

This article provides a survey 
on why privacy engineering is im-
portant, what it means, and some 
examples of how it can be applied in 
various architectural constructs. 
In addition, the article closes with 
an observation of future risks and 
opportunities for privacy engineer-
ing that needs attention and plan-
ning now.

BACKGROUND
The concept of privacy is not new, 
and its conceptual roots go back 
to at least Plato and Aristotle. The 
idea of a right to privacy is more re-
cent and finds its roots in the 19th 
century when the proliferation of 
newspapers and sensationalism 
led to the construction of privacy 
laws and the inference of privacy 
rights that found their expres-
sion in the famous 1890 Harvard 
Law Review “right to privacy” ar-
ticle by Samuel Warren and Louis 
Brandeis.7 The idea of an individ-
ual privacy right is not unique to 
Western Europe and the United 
States, but it is there where it has 
the most history and tradition.

The original concept of privacy 
concerned itself with protecting 
one’s home and hearth identify 
from outsiders. In the modern 
era, privacy concerns have rap-
idly evolved to include one’s dig-
ital identity. It is not surprising, 
given its historical interests in 
individual privacy, that Western 
Europe and the United States are 
leading the charge in protecting 
digital privacy rights. The re-
cent rush to protect individual 
privacy rights stems from a se-
ries of policy recommendations 
and regulations that emerged 
from the rise of large-scale data 
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collection, transborder data f lows, 
and cybersecurity leaks; collectively, 
these events led to extensive legis-
lation. Figure 1 provides a timeline 
of the early events that produced the 
current GDPR regulatory environ-
ment, starting in 2016.

The pronouncements about and reg-
ulations of digital privacy rights have 
produced a set of principles and solu-
tion designs for privacy, as depicted 
in Figure 2. A detailed examination 
of Privacy Concepts8 and PbD2 have 
been addressed elsewhere and repre-
sent best practices. The regulatory and 
reputational consequences for privacy 
failures are significant, as exemplified 
in Figure 2. The operational elements of 
privacy are not well understood, how-
ever, which has contributed to the rise 
of privacy engineering as a way to sys-
tematically apply technology solutions 
to privacy challenges.

As soon as the EU’s GDPR was ad-
opted in 2016, experts started worry-
ing about how to comply and how to 
provide evidentiary support for that 
compliance.9 Privacy engineering, 
informed by a comprehensive un-
derstanding of privacy concepts and 
application of privacy design princi-
ples, provides a rational framework 
for compliance. Moreover, privacy 

engineering, thoughtfully deployed, 
enables a flexible, responsive, and ex-
tensible approach to meeting future 
regulatory or customer requirements.

The failure to take an engineering 
approach to privacy makes it virtually 

impossible to show a strategically 
thoughtful approach to regulatory 
compliance. A piecemeal set of point 
solutions might not satisfy any require-
ments for responsible intent as required 
under GDPR Article 25.10 Privacy engi-
neering also creates value for the en-
terprise as it can productively influence 
product design, improve customer trust, 
and satisfy requirements demanded by 
other players in the supply chain.11

WHAT IS PRIVACY 
ENGINEERING?
In its simplest form, privacy engineering 
is a discipline that takes into consider-
ation privacy principles when creating 
technical solutions that will mitigate 

privacy risks. Privacy engineering is 
based on an approach to systems en-
gineering that leverages a framework 
such as PbD and tools such as a privacy 
impact assessment (PIA) throughout 
the development lifecycle of a program 

or system. PbD is typically distilled 
to seven principles (Figure 3). PbD 
guides privacy engineers, who create 
then apply methodologies and tools 
that provide the requirements archi-
tecture. A PIA is a common tool used 
for identifying and assessing privacy 
risks throughout the develop lifecycle 
of a program or system. In general, it 
analyzes how personally identifiable 
information is collected, used, shared, 
and maintained, with the purpose of 
demonstrating conscious incorpora-
tion of privacy protections throughout 
the develop lifecycle.

Privacy engineers have a variety 
of techniques they can use to mitigate 
privacy risks. Each technique has 
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PbD
An Approach to Design and Develop Digital
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FIGURE 2. The privacy principles that underpin privacy engineering.  

Privacy engineering is an emerging field that 
develops the tools, methodologies, and processes 

for meeting the privacy requirements and 
expectations of regulators and customers.
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a suite of enabling technologies that 
can be implemented to produce de-
sired outcomes (Figure 4). None of the 
techniques are perfect, but applied ap-
propriately, they should provide pro-
tection for the enterprise and for the 
privacy of the consumer.

SOME ARCHITECTURAL 
APPROACHES TO PRIVACY 
ENGINEERING
There is inherent tension inside the en-
terprise among the various stakeholders 
who are involved with data. The CPO, 
likely an attorney, wants to protect the 

enterprise by ensuring data handling 
meets regulatory requirements, and thus 
sees data as a liability. Some functions, 
such as payroll, have statutory require-
ments to retain data and may see data 
through the lens of records manage-
ment. Teams in sales and marketing view 
data as providing opportunities for addi-
tional monetization. Product engineers 
are looking to data to provide insights 
into how to improve their offerings. 
Cross-functional teams want the data to 
help feed their machine learning models. 
DPOs are worried about how to manage 
and control the data. Partnership teams 
may want to share the data.

Privacy engineering must take into 
account all their interests and obliga-
tions. It makes the architecture of privacy 
frameworks an interesting challenge.

One interesting approach to privacy 
engineering that meets many of the 
aforementioned interests involves an-
onymizing the data and using them to 
generate synthetic data that protect the 
privacy interests of consumers while 
concurrently enabling the production 
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FIGURE 3. The seven PbD principles. 
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FIGURE 4. Data techniques organized by what each “does.”
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of useful insights. The narrative and 
techniques for synthetic data have 
been dealt with elsewhere12 and are 
summarized in Figure 5. Although 
there are still debates regarding how 
effectively synthetic data can be used, 
it seems clear they will have applica-
tion in the training of AI models.

In addition to having a bag of tech-
niques at their disposal, privacy engi-
neers are developing new architectures 
to enable more security privacy while 
improving the ability to use or share 
that data. Not all data are sensitive or 
need protection. An increasingly at-
tractive approach to privacy engineer-
ing involves the use of a data privacy 
vault construct that isolates and pro-
tects data. When combined with da-
ta-anonymization techniques, it also 
has the potential to make the data more 
useful. There are also engineering ben-
efits to a privacy vault approach13 as it 
enables targeted protection instead of 
having to secure the entire data chain, 
as depicted in Figure 6. A data privacy 

vault also provides a centralized and 
extensible approach to security and 
regulatory compliance.

The privacy engineering paradigm 
that has gotten the most traction lately 
involves leveraging an enterprise’s 
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zero-trust architecture (ZTA). Re-
searchers at the National Institute 
of Standards and Technology have 
promulgated a collection of concepts 
(known as SP 800-207) that reduce 
uncertainty when enforcing access 
decisions that impact cybersecurity.14 
Privacy engineers have increasingly 
embraced a ZTA approach, which actu-
ally complements a data privacy vault 
architecture and leverages the value 
created by the use of synthetic data.

A core technology used in ex-
isting privacy engineering 
frameworks is encryption, 

which secures data to prevent unautho-
rized access or surveillance. Quantum 
computing will eventually provide a 
means to break the current public-key 
infrastructure, which is a backbone of 
encryption. This threat vector has given 
rise to a number of new cryptographic 
algorithms that resist quantum com-
puter attacks. Updating of the current 
asymmetric encryption and signing al-
gorithms, such as those offered by RSA 
and ECC, need to begin very soon if pri-
vacy systems are going to be ready for 
the advent of quantum computing. 
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