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With the widespread use of artificial intelligence (AI)  

systems, trustworthiness is becoming relevant for 

several application fields. This introduction provides 

a summary of the articles contributing to the second 

part of this special issue on AI trustworthiness.  

The first part of the Trustworthy 
AI special issue (the February 
2023 issue) included contribu-
tions on trustworthy artificial 

intelligence (AI) principles such as veri-
fiability, robustness, reliability, explain-
ability, bias, and transparency. In this 
issue of Computer, contributions are 

focusing on the following AI principles 
and related application fields.

The “Documenting High-Risk AI: 
A European Regulatory Perspective”A1 
article discusses transparency obliga-
tions introduced in the AI Act, the 
recently proposed European regula-
tory framework for AI.1 Specifically, 

the authors look at requirements for 
providers of high-risk AI systems in 
terms of the provision of information 
to users and technical documentation.

The “A Framework for Trustworthy 
AI in Credit Risk Management: 
Perspectives and Practices”A2 arti-
cle addresses trustworthiness for the 
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specific case of credit risk manage-
ment, in particular for three key 
tenets (usable, reliable, and transpar-
ent), and proposes a holistic approach 
that covers relevant concerns in prac-
tical implementations. The “On Neural 
Networks Redundancy and Diversity 
for Their Use in Safety-Critical Sys-
tems”A3 article addresses functional 
safety, and specifically, how neural 
network-based safety functions can 
leverage redundancy and diversity to 
satisfy the requirements of existing 
safety standards such as IEC 615082 or 
ISO/IEC TR 5469.3

The “Evaluating Trustworthiness 
and Racial Bias in Face Recognition APIs 

Using Deepfakes”A4 article addresses 
fairness, trust, and racial bias for the spe-
cific case of facial recognition. In fact, 
racial bias in web-based face recog-
nition services can lead to inaccurate 
results, causing severe technical and 
social issues and widespread distrust 
in AI-based systems. The authors use 
deepfake generation methods to intro-
duce small imperceptible changes to 
the real images to shift the racial class 
of predictions with critical findings.

The “Trustworthy AI That Engages 
Humans as Partners in Teaching and 
Learning”A5 article focuses on edu-
cational AI applications for which 
human-in-the-loop approaches that 

partner with learners and educators 
in an AI-involved teaching process 
present an opportunity to build trust 
in educational AI applications by 
allowing them to participate actively 
in the process of educational deci-
sion making. The “Functional Anal-
ogies Increase Trust in Black-Box 
AI Systems Among Lay Consumers: 
The Case of GeNose C-19”A6 article 
presents a case study of a black-box 
AI-based Covid-19 detection product, 
GeNose C-19, developed by the Indone-
sian government. The authors found 
that explaining how GeNose works 
using functional analogies increases 
both Indonesian and American lay 
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consumers’ trust in GeNose. The “Account-
able Deep-Learning-Based Vision Systems 
for Preterm Infant Monitoring”A7 arti-
cle discusses preterm infants’ move-
ment monitoring in neonatal intensive 
care units (NICUs) and proposes an ethical 
framework that highlights possible 
ethical risks (in particular, bias) in the 
design and use of deep learning-based 
vision systems for monitoring infants’ 
movements in NICUs.

We would like to thank the authors 
of the seven articles in this issue for 

sharing their knowledge and experi-
ences on how to improve the trustwor-
thiness of AI systems. We also thank 
all the reviewers for helping us eval-
uate the articles and selecting those 
of high quality to be included in this 
theme issue. 
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