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Early microprocessor soft error predictions are es-
sential to guide effective protection techniques 
at design time. We show, for the first time, how 
(presilicon) microarchitectural fault injection 

error rate estimation can be very 
close to physical (postsilicon) neu-
tron beam experiments. The pre-
diction accuracy holds even when 
the microprocessor is integrated in 
a system-on-chip and an operating 
system is deployed.

The correctness of micropro-
cessor operation when executing 
workloads in any domain, from In-
ternet of Things (IoT), through edge 
computing all the way to large-scale 
cloud datacenters and supercomput-
ers, can be jeopardized by multiple 
factors: transient faults due to radi-
ation, permanent faults due to latent 
defects or aging, timing faults due 
to chip variability, and design bugs. 

During the operational lifetime of a microprocessor, the 
prevailing factor that determines the failure rate of micro-
processor chips (number of times it will fail to deliver the 
expected computation) are transient faults, also known as 
soft errors. These errors are extremely challenging to de-
tect and mitigate since the transient corruption cannot be 
distinguished from a correct value processing.
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The early (predesign) estimation 
of microprocessor soft error rates or 
their actual (in-field) measurement 
is a cumbersome process which de-
pends on the radiation flux and en-
ergy (location of the system), the chip 
implementation technology (proba-
bility for a transistor to be disturbed), 
the microprocessor instruction set 
architecture and microarchitecture 
(probability for the fault to modify 
data or computation), as well as the 
executed workloads and systems 
sof t ware stack (probabi lit y for t he 
er ror to propagate to t he out put). 
Understanding the reliabilit y of a 
microprocessor is of paramount im-
portance and is guiding both indus-
try and research efforts.

The error rate of physically imple-
mented chips and systems (postsili-
con) are evaluated either with exces-
sively long (years) collection of failure 
data from large fleets of microproces-
sors (datacenters or supercomputers) 
or with beam testing, where chips are 
exposed to accelerated flux of neurons 
(or other particles) that in  a few hours 
mimic the impact of million-years nat-
ural radiation. While both approaches 
are highly accurate, they can be per-
formed only when silicon is available. 
If error rates are found to be excessive, 
the redesign cost is extremely high. 
An alternative that has been explored 
lately is to estimate the device and 
system error rate at design time (pre-
silicon) through fault injection at dif-
ferent abstraction levels: software or 
architecture levels (fast but wrong due 
to missing hardware information), 
gate level (hardware-accurate but with 
unaffordable simulation times and 
no system software), and microarchi-
tecture level. Microarchitecture is 
the only level that brings the best bal-
ance between simulation throughput 
(so that an entire computing system 
hardware and software stack can be 
analyzed) and accuracy of the modeled 

microprocessor and the phenomena 
that affect it.

Although extensive studies using 
fault injection exist in the literature, 
a direct comparison of the reported 
soft error rates between presilicon mi-
croarchitecture level fault injection 

and postsilicon accelerated neutron 
beaming has never been conducted. 
Thus, it has been unclear to which ex-
tent microarchitecture level fault in-
jection can provide an accurate error 
rate estimation at early stages to guide 
hardware and software design deci-
sions and whether an early estimation 
really matches the physical measure-
ments from beam experiments. The 
importance and challenges associated 
with a timely, yet realistic, evaluation 
grow with the increase of complexity 
in both the hardware domain, with 
the integration of different types of 
cores in a system on chip (SoC), and the 

software domain, with the OS required 
to take full advantage of the available 
resources.

In our article, “Soft Error Effects 
on Arm Microprocessors: Early Esti-
mations versus Chip Measurements,”  
IEEE Transactions on Computers, vol. 71,  

no. 10, pp. 2358–2369, 1 2022 October, 
we combine and analyze data gath-
ered with extensive beam experi-
ments (on the final physical CPU hard-
ware) and microarchitectural fault 
injections (on early microarchitec-
tural CPU models in the state-of-the-
art gem5 simulator). We target both a 
standalone Arm Cortex-A5 CPU and a 
Cortex-A9 CPU integrated into an SoC 
and evaluate their reliability in both 
bare-metal and Linux-based configu-
rations. Our objective, as depicted in 
Figure 1, is to demonstrate that pre-
silicon evaluation can provide an ac-
curate estimation of the final system 

FIGURE 1. An abstract view of the failure-in-time (FIT) rates evaluation uncertainties 
and possible impact of SoC integration and operating system on the CPU error rate.
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A direct comparison of the reported soft error 
rates between presilicon microarchitecture 

level fault injection and postsilicon accelerated 
neutron beaming has never been conducted. 
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error rate and to understand if—and 
how—the integration of the micro-
processor in a SoC and the use of an 

 operating system impact the reliabil-
ity. The results of the complete evalua-
tion are summarized in Figure 2.

Combining and comparing exper-
imental data that covers more than  
18 million years of device time with the 
result of more than 176,000 injections, 
we find that both the SoC integration 
and the presence of the OS increase the 
system detected unrecoverable error 
(DUE) rate (for different reasons) but 
do not significantly impact the silent 

data corruptions (SDCs) rate which 
is solely attributed to the CPU core. 
Our reliability analysis demonstrates 

that even considering SoC integration 
and OS inclusion, early, presilicon mi-
croarchitecture-level fault injection 
delivers accurate SDC rates estimations 
and lower bounds for the DUE rates.

Our evaluation also demystifies 
the accuracy gap between presilicon 
and postsilicon reliability evaluations, 
providing fundamental indications on 
how to ensure an early, yet realistic, 
error rate estimation at design time. 
The investigation we performed can 

guide effective soft error protection 
decisions at the hardware or the soft-
ware level at very early design stages 
of the computing system, significantly 
reducing the implementation costs and 
increasing their efficiency. 
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FIGURE 2. The overall impact of SoC integration and OS on the CPU error rate as  
resulting from our data (vertical axis is in log scale). On average, the core integration barely 
increases the SDC rates (about 1.3x) but significantly increases the DUE rates (97.7x). The 
OS has a smaller impact on SDCs (about 2.1x) and increases DUE by about 5.1x.
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We find that both the SoC integration and 
the presence of the OS increase the system 

detected unrecoverable error rate (for  
different reasons) but do not significantly impact 

the silent data corruptions rate. 
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