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The creation, distribution, and use of deepfakes 
have skyrocketed in recent years. While deep-
fake videos began with the invention of the Video 
Rewrite program in 1997, the release of deepfake 

tools such as DeepFaceLab in 2018 accelerated deepfake 
production.1 By early 2023, the number of deepfakes on-
line was estimated to be in the millions (Figure 1).2 A study 
of Sensity artificial intelligence (AI), which specializes in 
deepfake content, found that 90–95% of deepfake videos 
published online during 2018 to 2020 were primarily 
based on nonconsensual pornography.3 Deviant behav-
iors such as this can be viewed as a combination of two of-
fenses: deviant online behavior and sexual offense. More-
over, many deepfake audios, videos, and images used in 
scams are not publicly available.

With the advancement in deepfake creation tools, 
p e r  petrators are likely to use such tools to commit 

more serious cybercrimes. For in-
stance, cybercriminals may hijack 
Internet-of-Things devices that use 
voice or face recognition, such as 
Amazon’s Alexa.4

There are significant economic and social costs asso-
ciated with deepfakes. For instance, the maximum re-
ported loss from a single cybercrime incident involving 
deepfake was about US$35 million. On the social front, 
deepfakes are viewed as real threats to women and girls. 
This is because most of the current deepfakes involve 
pornographic videos and images that target and abuse 
women and girls, who have no way of preventing an of-
fender from creating such content. Some view deepfakes 
as a new form of gender-based violence, which is being 
used to exploit, humiliate, and harass women.5

Deepfakes may also pose a threat to democracy. AI has 
arguably already developed at a level that can pass off as 
a politician without being detected easily. It is even likely 
that the effect could be large enough to change the out-
come of a future presidential election in the United States.6

An attack involving deepfakes can also cause an orga-
nization reputation loss and may lead to other costs. For 
instance, an ill-motivated executive would abuse deep-
fakes and direct attacks against an adversary company.  
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A deepfake video of a CEO saying that 
their company will not meet targets 
could lead to a significant decline 
in share price.7 Using AI-generated 
profile photos and AI-written posts, a 
fake account could earn many follow-
ers. A large network of such accounts 
can be used to engage in actions that 
can damage a company’s reputation.8

In this article, we examine the di-
verse motivations of actors engaged in 
creating and distributing deepfakes. 
We also give an overview of the cost–
benefit structure of such actors to en-
gage in deepfake-related offenses.

A TYPOLOGY OF DEEPFAKES
Table 1 presents a classification and examples of major types of 
deepfakes. We first discuss the two axes in Table 1.

Motivation (the horizontal axis)
The creation and distribution of deepfakes may involve extrin-
sic as well as intrinsic motivation. Economics theory suggests 
that human behavior is a result of “incentives applied from 
outside the person.”11 Extrinsically motivated deepfake offend-
ers have thus an interest in revenue-generating deepfake activ-
ities with high financial returns. 

The idea behind intrinsic motivation is that human need 
for competence and self-determination are linked with interest 
and enjoyment.12 Intrinsically motivated individuals do activ-
ities for “inherent satisfactions rather than for some separable 
consequence.”13 An intrinsically motivated person acts “for 
the fun or challenge entailed rather than because of external 
prods, pressures or rewards.” 

User environment (the vertical axis)
While some deepfake apps are customized for a single user, 
others engage a large number of users. The former type is often 

used by resourceful actors, such as government agencies or 
experienced cybercriminals to launch elaborate and targeted 
cyberattacks. The latter type is created for financial gains as 
well as for nonfinancial motivations, such as fun, and aims at 
attracting a large number of users.

The four cells in Table 1

Cell I. Deepfakes or apps to create them are offered for users 
with an emphasis on monetizing the user base. An October 
2020 report by Sensity provides a glimpse into a well-devel-
oped deepfake ecosystem on the messaging platform Tele-
gram, which provides clear evidence that there is likely a 
substantial monetary benefit in the deepfake ecosystem. An 
AI-powered bot allowed users to create photo-realistically 
“strip naked” images of women. The bot provided a free and 
simple user interface that functioned on smartphones and 
computers, which dramatically increases accessibility and 
ease of use. Users receive processed stripped images simply 
by uploading the targets’ picture to the bot following a short 
generation process. Sensity found personal “stripped” im-
ages of at least 104,852 women, which were shared publicly. 
About 70% of the targets were private individuals. The bot 

TABLE 1. Diverse types of deepfakes: A typology and examples.

Motivation  
User environment Extrinsic Intrinsic

Created for a multiuser environment Cell I
Deepfakes or apps to create them 
offered for users with an emphasis on 
monetizing [for example, a bot to create 
“stripped” images shared via VK (generated 
substantial advertising revenues)] 

Cell II
Deepfake apps created for hobby and 
shared in a community [for example, 
deepfakes subreddit (SFW)]

Customized for a single user  Cell III
Elaborate and targeted financially motivated 
social engineering schemes (examples in  
Table 2)

Cell IV
Created by companies and 
governments to improve their 
reputation or damage the reputations 
of their adversaries (e.g., Spamouflage).

FIGURE 1. The number of deepfake videos available online. Data source: 2018 
(December) and 2019 (October) Deeptrace Labs.9 For 2017 and 2020 (December), 
Sensity.10
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and affiliated channels had more than 
100,000 members worldwide, 70% of 
whom were from Russia and former 
Soviet Union countries. The bot gener-
ated substantial advertising revenues 
via the Russian online social media 
and social networking service VK. VK 
featured related activity in 380 pages.14 
Many of the victims were underage 
girls.15 According to Wired, in October 
2020 the bot sent out a gallery of new 
images to an associated Telegram chan-
nel which has almost 25,000 subscrib-
ers. Most images were viewed more 
than 3,000 times. A separate Telegram 
channel promoting the bot had over 
50,000 subscribers.16

Cell II. Intrinsic motivation can be 1) 
enjoyment-based and 2) obligation/
community-based. We illustrate these 
ideas with examples from social news 
aggregation, content rating, and the dis-
cussion website Reddit. In the deepfakes 
subreddit (SFW) (https://www.reddit.
com/r/SFWdeepfakes/), people create 
deepfakes for a hobby rather than for 
money.17 This can be viewed as an enjoy-
ment-based intrinsic motivation.

Some individuals also derive enjoy-
ment by engaging in a challenging task, 
or becoming immersed in the process, 
which is also an intrinsic motivation.18 
The creator of viral Tom Cruise deep-
fake videos put the issue this way: “My 
talent is my eye for perfection and my 
high-quality standards. I’d rather fin-
ish something I’m proud of than quick 
garbage.”19 

We return to the Reddit example to 
illustrate obligation/community-based 

intrinsic motivation. A Reddit user’s 
karma, which is publicly displayed, re-
flects how much their contributions 
mean to the community. To increase 
karma points, a Reddit user can submit 
links (for example, of deepfakes) and 
comments, which is an obligation/com-
munity-based intrinsic motivation.

Cell III. Deepfakes are being used in 
elaborate and targeted financially moti-
vated social engineering schemes. Some 
such examples are presented in Table 2. 
We briefly discuss them here:

 › In 2019, a Californian woman 
was scammed out of US$300,000 
using deepfakes. The scheme 
involved two different accounts 
used by the same or two scam-
mers. The first criminal on an 
online dating site pretended to 
be Sean Buck, the U.S. Navy vice 
admiral and the superintendent 
of the Naval Academy. The victim 
talked to the fake Buck on Skype 
regularly. The second scammer 
pretended to be an American and 
after months of communication 
told the victim that he was in a 
foreign prison. The victim asked 
the fake vice admiral to help to 
release the prisoner. The fake 
Buck asked the victim to  
transfer money “to pay the law-
yer,” law enforcement agencies 
discovered, when the victim 
watched deepfake clips of  
Buck speaking.20

 › Deepfake voice phishing (vish-
ing)8 is becoming common. 

This technique involves using a 
cloned voice to exploit the victim’s 
professional or personal relation-
ships. In 2019, cybercriminals 
used a deepfake to fool the CEO of 
a United Kingdom-based energy 
firm into making a US$234,000 
wire transfer. The CEO thought 
that the person speaking on the 
phone was the chief executive 
of the firm’s German parent 
company. The deepfake caller 
asked him to transfer funds to 
a Hungarian supplier within 
an hour, emphasizing that the 
matter was extremely urgent. The 
fraudsters used AI-based software 
to successfully imitate the German 
executive’s voice.21

 › Cybercriminals are exploiting 
social media networks with 
deepfakes. Japanese Manga artist 
Chikae Ide was scammed out of 
more than US$500,000 using 
deepfakes. The scammer created 
a deepfake version of American 
actor and producer Mark Ruffalo 
to engage in a fake romance scam 
and contacted Ide on Facebook. 
The scammer built an emotional 
trust with Ide and continually 
asked her for thousands of 
dollars, saying that they needed 
money for a plane ticket, hospital 
bills, and other things. The crim-
inal also faked having cancer to 
get money.22 A friend warned 
Ide that the online romance 
partner wrote “like somebody 
who has not learned English” 
and thus couldn’t be Ruffalo. 

TABLE 2. Some high-profile deepfake attacks launched for financial gains.

Year Victim and location Type of attack Amount scammed

2019 A Californian woman Deepfake videos About US$300,000

2019 United Kingdom-based energy 
company 

Vishing US$234,000 

2020 A United Arab Emirates bank Deepfake voice 
technology

>US$35 million

2018–2021 Japanese Manga artist Deepfake videos >US$500,000

https://www.reddit.com/r/SFWdeepfakes/
https://www.reddit.com/r/SFWdeepfakes/
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But a 30-second deepfake video 
call falsely convinced Ide that 
the person behind the screen 
 chatting with her was  
real Ruffalo.23

 › In a high-profile case, in January 
2020, cybercriminals defrauded a 
United Arab Emirates bank of over 
US$35 million using a deepfake 
voice technology. The technology 
was used to imitate a company 
director, who was known to a bank 
manager. The manager autho-
rized the transactions.24

Cell IV. Deepfakes created by govern-
ment agencies to improve their reputa-
tion or damage the reputations of their 
adversaries belong to this category. For 
example, since late 2022, a Chinese 
Communist Party-aligned influence 
operation, known as Spamouflage, has 
been allegedly using deepfake news 
anchors to promote China’s global role 
and spread disinformation against 
the United States. The social media 
analytics firm Graphika has described 
two videos circulating on social media 
platforms that featured a male and a 
female anchor. Both anchors are Cau-
casian-looking and speak English. The 
videos used the logo of a media com-
pany called Wolf News, which is be-
lieved to be fictitious. The company’s 
accompanying slogan is “Focus on hot 
spots and broadcast in real time.” The 
male anchor criticized that, in the con-
text of gun violence, the U.S. govern-
ment has engaged in a “hypocritical rep-
etition of empty rhetoric.” The female 
anchor emphasized the importance of 
China–United States cooperation for 
the recovery of a global economy.25 This 
is the first known example of deepfake 
technology’s use for state-aligned influ-
ence operations.26

COST–BENEFIT ANALYSIS 
OF ENGAGING IN DEEPFAKE 
OFFENSES 
An offender engages in deepfake-related 
activities if 23

Mb + Pb > Ic + O1c + Pc + O2c πarr πcon (1)

where:

 › Mb = monetary benefits from the 
creation/distribution of deepfakes

 › Pb = psychological benefits from 
the creation/distribution of 
deepfakes

 › Ic = direct investment costs
 › O1c = opportunity costs to  

engage in the creation/distribu-
tion of deepfakes

 › Pc = psychological costs of the 
engagement in the creation/ 
distribution of deepfakes

 › O2c = monetary opportunity costs 
of conviction
›› πarr = probability of arrest
›› πcon = probability of conviction.

The term O2cπarrπcon is referred to as 
the expected penalty effect.

The benefits

Mb. From a financially motivated cyber-
criminal’s standpoint, there are substan-
tial monetary incentives for engaging 
in cybercrimes using deepfakes. Table 2 
provides four such examples.

Many other cybercrimes have been 
reported. For instance, in India, the Uttar 
Pradesh state Police’s cybercrime cell re-
ported over 200 such complaints in early 
2021, in which pornographic videos 
were used to extort victims. The ransom 
ranged from about US$61 to more than 
US$610. The gangs threatened victims 
that their pornographic video would be 
posted on social media. The criminals 
used WhatsApp, Facebook, and Insta-
gram to collect contact details and pic-
tures of victims, mainly businessmen, 
professionals, and students. They also 
created fake social media profiles of fe-
males. The perpetrators contacted the 
victims and used prerecorded videos of 
females to engage in conversation. The 
frames from the videos were superim-
posed on pornographic clips.27

Deepfakes are also used in content 
monetization in social media. Convinc-
ing deepfakes can quickly reach mil-
lions of people.28 Content monetization 
in social media requires maximizing 

engagement. The quality of the content 
is irrelevant. Social media companies try 
to keep people on their platforms longer 
to deliver ads.29

Pb. Psychological benefits are related 
to intrinsic motivation. As discussed 
above, intrinsically motivated individu-
als engage in activities for satisfaction. 
For instance, psychopaths are often 
happy when others suffer.

The use of deepfakes by state-aligned 
influence operations (for example, 
Spamouflage’s use of deepfake news 
anchors) also falls in this category. 
State-sponsored disinformation cam-
paigns and cyberwars are often held 
and fought for intangible goals, such 
as dominance and prestige. Some view 
deepfake videos as part of a larger mis-
information and disinformation eco-
system.29 Deepfakes are being used by 
enemy and adversary states to spread 
misinformation and disinformation and 
pursue their national interests. For in-
stance, in the Russo–Ukrainian war, both 
Russia and Ukraine have deployed deep-
fake videos against each other.30

The costs

Ic. AI in creating deepfakes is becoming 
easy to use, resulting in low investment 
costs. No sophisticated knowledge is 
required to generate deepfakes. For 
instance, the AI-powered lip sync app 
Wombo AI, which is trained with video 
recordings of real performers, makes it 
possible to convert any person’s photo 
into a video clip with just a few clicks. 
The person will be singing well-known 
songs with matching facial expressions.1

Individuals at the marketplace Fiverr.
com can create deepfakes for as little as 
US$5.17 Some charge just US$20 to cre-
ate fabricated videos of exes, coworkers, 
friends, enemies, and classmates.31

O1c. Opportunity costs vary depending 
on the availability of jobs. An increase in 
unemployment rate decreases the oppor-
tunity cost of crime. As noted above, deep-
fake-related cybercrimes are growing in 
India. More broadly, an increasing number 
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of young people have been reported to 
engage in cybercrimes due to improved 
Internet connectivity and increased un-
employment. The Covid-19 pandemic 
further worsened the situation.32

Pc. Psychological costs are associated 
with the psychological and mental en-
ergy needed in creating and distrib-
uting deepfakes (for example, fear of 
punishment, guilt). The feeling of guilt 
is not equally pervasive across all of-
fenders. The level of guilt and shame is 
also a function of demographic, psycho-
graphic, and social characteristics of of-
fenders and victims.

Regarding the characteristics of 
offenders, a study found that psycho-
pathic personality traits were positively 
related to the creation and dissemi-
nation of deepfake pornography. The 
study’s participants scoring higher on 
a measure of psychopathy were less 
likely to view the situation as harmful. 
They were also less likely to believe that 
it was a crime to engage in such acts. 
They were more likely to believe that 
the victim was to blame for the incident. 
Individuals with a higher degree of 
psychopathy are likely to have a higher 
propensity to engage in online offenses 
involving the creation and sharing of 
deepfake pornographic images. The re-
searchers also found that deepfake por-
nography depicting female victims was 
associated with greater perceptions of 
harm and criminality than cases with 
male victims.

O2c. While some jurisdictions have laws 
against some forms of deepfakes, most 
countries haven’t enacted any laws at 
all against deepfakes. For instance, 
In the United States, while 46 states 
have some ban on revenge porn, only 
Virginia and California include faked 
and deepfaked media. Canada and 
the United Kingdom reported to have 
regulatory and legal voids in the areas 
of deepfaked pornographic material.33 
In the United Kingdom, revenge porn 
is banned, but the law fails to protect 
deepfake victims. No other country 
bans fake nonconsensual porn at a 

national level.15 This means that the 
opportunity cost of conviction for most 
deepfake-related offenses in most ju-
risdictions is zero.

πarr and πcon. It is difficult to investigate 
deepfake crimes and prosecute and con-
vict offenders. Most offenses involving 
deepfakes haven’t been criminalized yet. 
As noted above, legal options for victims 
of nonconsensual deepfake pornogra-
phy are limited.

The newness of deepfakes also pres-
ents a challenge to the court system. 
Explaining deepfake-related crimes to 
judges is difficult. An expert providing 
training to practitioners, such as judges, 
mental health professionals, law en-
forcement officials, and educators on 
this issue noted that 80% of the train-
ing participants “have no idea what a 
deepfake is.”15 There is thus little fear 
of prosecution.31

Recent advances in AI have made 
it easy to engage in intrinsically 
as well as financially motivated 

offenses using deepfakes. Most victims 
have no guardrails against fraud involv-
ing deepfakes. Guardrails that consum-
ers use to protect against cybercriminals 
do not provide an adequate means of 
protection for deepfakes. Integrative 
approaches combining policy and tech-
nological measures at various levels are 
needed to fight deepfakes. 
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