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T he von Neumann architecture has been the 
status quo for many decades. Computers built 
on the von Neumann architecture store pro-
grams and data in memory and load them to 

the processor for computations. This 
architecture can efficiently pro-
cess applications requiring complex 
computational operations with ade-
quate data size. Nevertheless, the 
behaviors of some learning al-
gorithms a nd data-i ntensive ap-
pl icat ions are entirely different 
from the past. They need to fetch 
numerous data and perform simple 
operations (for example, multipli
cation and addition). T herefore, 
the connection bus between the 
processor and memory of the von 
Neumann architecture becomes 
the bottleneck while processing 
the learning algorithms and data-
intensive applications.

In recent years, the increasing gap between the proces-
sor and memory speeds and the skyrocketing amount of 
data in artificial intelligence/machine learning applica
tions have caused the von Neumann architecture to have 
severe performance and power issues. To tackle these issues, 
in-memory computing, rising to the top of the material ad-
vancements and architecture innovations, has emerged to 
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break the von Neumann bottleneck by 
performing computations right inside 
or near the memory, thus opening up 
the post-von Neumann era.

In the post-von Neumann era, in-mem-
ory computing designs and technologies 
have been developed as accelerators to 
unite computation and data storage to-
gether, so as to resolve the severe perfor-
mance and power issues in conventional 
von Neumann machines. Nonetheless, 
in-memory computing designs and ar-
chitectures are facing a lot of new chal-
lenges in real-world applications ranging 

from Internet of Things to data center 
applications and at all levels of computer 
systems ranging from circuit levels to 
system levels. For example, the nonvol-
atile memory (NVM)-based crossbar 
design is ideal for computing vector–ma-
trix multiplication and accelerating the 
neural network computation; nonethe-
less, due to the arbitrarily drifting of the 
current and resistance in memory cir-
cuits, the NVM materials [for example, 
resistive random access memory and 3D 
NAND flash] that conduct computations 
in analog reveal inherent imperfections, 
leading to inaccurate computations and 
serious scalability issues. Furthermore, 
systems and applications need to recon-
sider how to partition data and offload 
computation to the in-memory comput-
ing accelerators.

In response to the urgent need and 
research trend on tackling the issues 
of the emerging in-memory comput-
ing technology, in 2022, IEEE Transac-
tions on Emerging Topics in Computing 
(TETC) launched an invited thematic  
section, “Memory-Centric Designs: 
Processing-in-Memory, In-Memory Com
puting, and Near-Memory Computing 

for Real-World Applications,” edited by 
Yuan-Hao Chang and Vincenzo Piuri.1 
TETC accepted 11 articles, which appeared 
in the second issue of 2023 (https://ieee 
xplore.ieee.org/xpl/tocresult.jsp?isnum 
ber=10144811&punumber=6245516).  
These articles cover four broad categories, 
including crossbar-based processing-in 
-memory designs, hardware solutions for 
memory-centric designs, architectural ex-
ploration for neural network acceleration 
with in-memory computing, and tech-
nologies considering memory-related 
issues.2,3,4,5,6,7,8,9,10,11,12

The increasing interest in in-memory 
computing by TETC’s served com-
munities has led the launch of another 
call for articles for an open special sec-
tion, “Emerging In-Memory Comput-
ing Architectures and Applications,” 
edited by Alberto Bosio, Nima Taher-
iNejad, and Deliang Fan. This special 
section aims at promoting in-memory 
computing and its applications as a 
promising solution. It mainly focuses 
on the memory wall and power wall 
issues of emerging computer architec-
tures and the reliability wall, leakage 
wall, and cost wall of the emerging 
device technologies. Several accepted 
papers are already available in the pre-
print section of IEEE Xplore.

TETC is a leading venue and ref-
erence point for emerging and im-
pacting topics in computing, such as 
in-memory computing with its new 
opportunities and challenges, either 
through dedicated special sections or 
technical track submissions. As edi-
tors of TETC, we invite all researchers 
to visit TETC’s gateway to IEEE Xplore 
at https://ieeexplore.ieee.org/xpl/ 
RecentIssue.jsp?punumber=6245516 

and prospective authors to regularly 
check our calls for papers at https://
www.computer.org/csd l/jou r n a l/
ec and submit their work either to the 
ongoing special sections or to the jour-
nal’s technical tracks (https://www.
computer.org/digital-library/journals/
ec/technical-tracks). 
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