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Generative artificial intelligence (GenAI) is a 
branch of AI focused on models that create new 
content. GenAI models have been used to gen-
erate text from prompts, create images, formu-

late new molecules, and write program source code.1 As 
GenAI’s capability grows, it must address computational 
challenges, the scale of training data, and new aspects 
of trust, compliance, privacy, and ethics.2,3

The software engineering field is 
ripe for GenAI applications, includ-
ing authoring specifications, gener-
ating test data, and writing program 
source.4 Products such as GitHub Co-
pilot5 and Meta’s CodeCompose6 have 
already entered developers’ tookits.

IMPACT ON SOFTWARE 
ENGINEERING

COMPUTER: In what ways do you 
anticipate GenAI will change how 
we engineer software?

THOMAS DOHMKE: It will make 
programming more fun, allow en-

gineers to be more ambitious, and make participating in 
software development—including testing of course—ac-
cessible to more people. Everyone who wants to should 
have the opportunity to be a developer. Given that tools 
like ChatGPT and GitHub Copilot allow us to interact with 
them in human language, in almost any human language, 
will allow more students to learn how to write software 
earlier in their lives. As such, AI will democratize access 
to software development and will significantly increase 
the number of people that have the skills to accelerate 
human progress.
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PAUL GERRARD:  Improvements in 
the logical analysis of text will enable 
more effective critical evaluation of 
textual requirements, whether written 
in natural language or domain-specific 
languages like Gherkin. They will use 
examples to illustrate feature gaps, am-
biguities, conflicts, and missing behav-
iors. These tools know more about busi-
ness and application domains as those 
models will emerge over time. Security, 
reliability, availability, and failover test-
ing will be supported or even performed 
by AI-based tools using model-based 
approaches. AI may also offer trust-
worthy guidance to stakeholders on 
the documentation, prioritization, and 
even repair of defects, and potentially 
the release-readiness of whole systems.

ADAM PORTER: GenAIs and other AI 
technologies are finding a wide range 
of applications in software engineer-
ing, just as they are in many other in-
dustries. In fact, we have already seen 

impressive applications of AI in code 
generation. More improvements are 
certainly on their way. I am particularly 
interested to see how GenAIs might be 
applied in other parts of the engineer-
ing process. Some candidates include 
performing business intelligence/
gathering requirements for consumer 
applications based on mining open 
source data, creating better support for 
finding and configuring reusable soft-
ware for specific use cases, and creating 
more effective software development 
education and team onboarding.

JAMES WALKER: Top engineers are 
integrating GenAI daily to acceler-
ate writing code. As these AI models 
enlarge, and are trained on larger, 
richer datasets, their problem-solving 
capabilities and knowledge will grow. 
Numerous use cases exist for engi-
neering tasks to automate code re-
views, enhance code, query databases, 
and more. The understated problem 

of requirements quality often leads 
to unsuitable solutions and technical 
debt. These two areas present signifi-
cant opportunities for AI: refining the 
formulation of complete requirements 
and addressing the problem of techni-
cal debt and understanding at a fine 
level through domain-specific large 
language models.

OPPORTUNITIES  
FOR TESTING

COMPUTER: What are the most excit-
ing opportunities GenAI created for soft-
ware testing? Can GenAI accelerate test-
ing activity and improve test quality?

GERRARD: The short answer is “yes, 
but…” I have used ChatGPT to scan 
HTML code to identify form fields, test 
data, and boundary values, create cov-
ering test cases and Python code to 
automate tests of simple transactions. 
But there are limitations in accuracy 
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and comprehensiveness in such test 
design. Random/statistically based 
outputs mean responses are incon-
sistent, and the tool can forget what it 
has previously reported earlier in the 
same conversation. The tool can gen-
erate “ideas” for tests but needs careful 
prompting and supervision to check 
that it does not stray from the mission. 
It is almost human in its frailties.

WALKER: The immediate opportunity 
is as an accelerator for quality, assist-
ing with writing tests and code. The as-
sets produced are not perfect, but they 
provide a great starting point. The lon-
ger-term opportunity lies in address-
ing technical debt. In large enterprises, 
the biggest challenge is understanding 
legacy systems/processes; there are 
pockets of knowledge, but they are si-
loed between teams and subject mat-
ter experts. Training AI in an organi-
zation can assist with understanding 
the landscape, allowing it to be tested 
appropriately. This is immensely em-
powering: AI would effectively become 
the hub of knowledge for driving un-
derstanding and promoting quality in 
an organization.

PORTER: In its current state, GenAI 
seems to be very strong at conversation, 
summarization, and transformation 
(among many other things). Therefore, 
I expect that the initial applications of 
GenAI to software testing may revolve 
around these capabilities. For example, 
GenAIs could support conversational 
end user feedback and troubleshooting, 
providing highly contextualized data 
to the developers of a given software 
system. GenAIs can summarize large 
quantities of heterogeneous data, such 
as that found in software repositories, 
user and team Q&A forums, YouTube 
videos, requirements documents, and 
more. Finally, GenAIs transform infor-
mation in one format to another, such 
as transforming usage scenarios and 
requirements statements into test arti-
facts and test code, generating test code 
for multiple different end user personas 
and goals, and translating test assets 

across different testing frameworks 
and toolsets.

DOHMKE: GitHub Copilot has learned 
testing conventions from public code 
and various other texts in the model 
training set, such as blog posts, wiki 
pages, and documentation. It also has 
your project as added context. Whether 
you write a unit test first or the method, 
GitHub Copilot can use it to suggest the 
code for the respective other side. And 
this is just the beginning. With the help 
of GitHub Copilot, developers can gen-
erate many tests at the same time, and 
we will soon see the automatic genera-
tion of whole test suites.

PRIVACY AND 
CONFIDENTIALITY

COMPUTER: How will privacy and 
confidentiality concerns change when 
GenAI services are integrated into 
software testing?

WALKER:  Organizations’ back-end 
systems contain business rules, trade 
secrets, and the fundamentals of how 
an organization operates. Privacy and 
confidentiality should be of the greatest 
concern when they are trained and ex-
posed to software testing data. Security 
risks include aiding hacking and po-
tential exposure of trade secrets if mod-
els leak. Furthermore, unlawful use 
of sensitive information, for example, 
personally identifiable information, 
within applications is a concern. Le-
gal and regulatory extensions, like the 
General Data Protection Regulation, 
need to be extended to cover AI use. Po-
tential technical solutions may include 
on-premises [large foundation models] 
or sandboxed smaller models, and op-
tions for nonweight adjusting queries, 
safeguarding against breaches.

GERRARD: The training data that AI 
requires to deliver meaningful, reli-
able services to testers would need to 
include much proprietary data (code, 
usage patterns, architectural models, 
defect histories, etc.) collected across 

many organizations and systems. It’s 
unlikely this will happen of course. It 
may be possible that some products ap-
pear trainable and usable within single 
organizations. But it seems unlikely a 
global “AI test model” could be created. 
Organizations sensitive to exposing 
their intellectual property and com-
mercial activity to the outside world, 
will probably insist tools and models 
are for internal use only, within their 
own cloud infrastructure.

DOHMKE: Ensuring user privacy and 
protecting user data are critical with 
the GenAI services in the market to-
day, and it will remain critical when 
these services are integrated into 
software testing. Developers should 
take the time to understand how data 
flow through the GenAI services they 
use and make sure it fits their privacy 
needs. For example, with GitHub Co-
pilot we never retain prompt data or 
suggestions for business users, and 
individual users must explicitly opt-in 
for us to retain prompt data. And, as 
GitHub is part of Microsoft, we adhere 
to the strict guidelines of the Microsoft 
Trust Code.

PORTER: Privacy and confidential-
ity are critical concerns for this tech-
nology. Multiple public articles have 
shown cases in which GenAI users 
have effectively given their private in-
formation to the GenAI provider. This 
information was then used by the Ge-
nAI provider in ways that essentially 
made it public. One likely response 
will be that users create and manage 
their own private GenAIs, rather than 
rely on public providers. Interestingly, 
the open source community around 
GenAIs is flourishing and quite suc-
cessful, lessening the need to interact 
with large GenAI providers.

BARRIERS TO ADOPTION

COMPUTER :  What are the current 
barriers to GenAI adoption for soft-
ware testing? What is required to ad-
dress these challenges?
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PORTER: As with many trendy tech-
nologies (e.g., Blockchain is one recent 
example) there’s a real lack of under-
standing about what GenAI is, how it 
might actually be used, its benefits over 
existing technologies, and its potential 
downsides. This leads to magical think-
ing about potential use cases and appli-
cations in which GenAI can solve every 
problem that exists. There will need to 
be a careful examination of our software 
testing needs and processes, a thorough 
identification of GenAI strengths and 
weaknesses, a widespread exploration 

of specific use cases, and a data-driven 
comparison against existing solutions. 
We are only in the beginning stages of 
GenAI use. Much more experience and 
hard data will be needed before GenAI 
adoption becomes widespread.

DOHMKE: Brains and GPUs. It’ll take 
creativity to integrate GenAI into test-
ing workflows and to build new AI-pow-
ered testing applications. It will also 
require calm consideration of risk and 
reward from companies and policymak-
ers to not artificially block adoption. 
And of course, the world needs more 
GPUs to simply meet demand from soft-
ware testing and every other field.

GERRARD: For too long, tool ven-
dors have focused on the logistics of 
testing: test case management, test 
execution, defect reporting and man-
agement, and so on. With AI, vendors 
see low-hanging opportunities to, for 
example, make it easier to generate 
test automation code or test data. Help 
with such logistics is useful of course, 
but this does not help with the intellec-
tual challenge of building test models 
from varying sources of knowledge, 

defining coverage measures, balanc-
ing test utility, coverage, and cost. We 
need to understand how testers think 
to identify requirements for true AI-
based test assistants.

WALKER: GenAI has the potential to 
hinder the testing industry. Testing 
aims to provide confidence to stakehold-
ers that software functions correctly 
and adheres to requirements. AI is a 
black-box algorithm, harvesting inputs 
and providing outputs. Applying this to 
testing provides less transparency into 

the testing process, a lower understand-
ing of methodologies applied, and no 
way to assess the quality of the test cases 
used (e.g., their coverage). The greatest 
barrier is comprehending the reasoning 
behind results and visualizing the gen-
erated data for user evaluation. Feedback 
loops, allowing users to input their sub-
ject-matter expertise and understanding 
to guide solutions, are crucial.

HOW WILL QUALITY 
ASSURANCE SKILLS CHANGE

COMPUTER: How will the skills re-
quired of software testers and quality 
assurance (QA) engineers change as 
 GenAI tools integrate into the software 
engineering process? Will software testers 
and QA engineers become nonexistent?

GERRARD: With the right tools, the 
skills profile of testers will change. They 
will become more valuable to software 
teams but that will mean fewer testers. 
The best testers will develop a collabora-
tive relationship with their AI partner. 
Testers will shift left to build relation-
ships with stakeholders to refine system 
requirements and stakeholder needs for 

information from testing. New tools will 
capture models and data across the tech-
nical stack, the test team, test outcomes, 
for all time. The tools will develop both 
exploratory and advisory capabilities. 
They will make recommendations and 
with permission, run tests autono-
mously when they see opportunities.

PORTER: GenAIs are just one of many 
technologies that have an impact on 
software testers and QA engineers 
(and nearly every other work category 
as well). Over time, we have repeatedly 
seen technology automating cogni-
tively lower-level tasks, which pushes 
testers and QA engineers to focus on 
cognitively higher-level tasks. Soft-
ware testers and QA engineers are not 
going away any time soon. I envision 
that testing and QA will become more 
focused on the end-user experience and 
less focused on code-centric activities, 
such as writing unit tests, as GenAI 
technologies continue to mature.

WALKER: Testers reaping the benefits of 
GenAI have mastered effective prompt 
design. As AI integrates into testing 
tools, the barrier for leveraging AI will 
lower. However, the early adopters will 
hold a dominant position. I believe there 
will always be a place for QA engineers. 
QA engineers will always have a role in 
assuring stakeholders, fostering confi-
dence, and applying critical thinking. 
Automation/testing/AI is a mechanism 
to provide confidence and answers. QA 
teams might diminish; however, there 
will always need to be owners of quality 
who make sure quality is addressed us-
ing the appropriate means.

DOHMKE: GenAI makes software 
more useful, so it will increase demand 
for software and in turn drive demand 
for the people who help build it. The 
fundamental nature of roles and skills 
will change as we move toward testing 
GenAI-powered applications. Nearly ev-
eryone involved in software testing will 
be using GenAI in some form. Being 
skilled at prompting and understand-
ing the output of the [machine learning] 

I envision that testing and QA will become more 
focused on the end-user experience and less 

focused on code-centric activities, such as writing 
unit tests, as GenAI technologies continue to mature.
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model or AI assistant will move the dif-
ferent roles closer together.

ETHICAL CONSIDERATIONS

COMPUTER: What are the ethical con-
siderations that need to be addressed 
when deploying GenAI for software 
testing? How can organizations en-
sure fairness, transparency, and ac-
countability in the testing process?

PORTER: GenAIs lack meaningful 
theoretical or empirical “guarantees” 
of many essential system properties, 
such as correctness, safety, fairness, 
high performance, and more. While 
their output is seductively human-like, 
no technology professional should be 
comfortable completely turning over 
critical functions to GenAIs. Without 
such guarantees in GenAIs themselves, 
additional safeguards will need to be 
built into GenAI applications. In some 
cases, these will be implemented as au-
tomated checks, safety shutoffs, man-
ual reviews, and other approaches.

WALKER: The internal workings of Ge-
nAI are opaque to the user, obscuring 
the decision-making process (i.e., black 
box). Reasoning and transparency are 
crucial for understanding why a specific 
output is given from a prompt, which 
can then be used to ensure fairness and 
accountability. As AI progresses, I an-
ticipate a growing emphasis on visual-
ization to help communicate these algo-
rithms’ inner workings. This improved 
transparency could subsequently allow 
us to better comprehend aspects of fair-
ness and foster a sense of accountability 
within these systems.

GERRARD: Setting aside the obvious 
challenges of using, for example, pro-
duction or personal data for testing, AI 
may have a role in protecting sensitive 
data. The bigger effect will be how we 
measure and improve the effectiveness 
of testers, our developers, and our pro-
cesses. The product of testing is infor-
mation and only testing captures ev-
idence of achievement. If “integrated 

systems intelligence” becomes avail-
able, AI can evaluate the performance 
of the test process against stakeholder 
needs for high-quality information. 
The value of testing is how insightful 
and actionable the product of testing—
information—is to stakeholders.

DOHMKE: Every use case is different, 
but broadly speaking I would encourage 
organizations to look to Microsoft’s Re-
sponsible AI Standard7 when deploying 
GenAI for software testing. It offers a 
clear path for methodically evaluating 
critical areas, like accountability, trans-
parency, fairness, reliability, and safety.

FIVE–TEN YEAR OUTLOOK

COMPUTER: How do you see GenAI in-
tegrating into software testing processes 
five years in the future? 10 years?

DOHMKE: That will depend on what 
developers build. I believe we’ll see a 
wave of tools that will transform every 
aspect of software testing within five 
years, if not faster. It will help with writ-
ing test cases, generate test cases auto-
matically while checking test coverage, 
and identify untested areas of the code-
base. It will also determine which tests 
to run against the set of changes, for 
example in a pull request, to shorten the 
turnaround times of large test suites. 
Adoption still takes time, but demand 
for more robust software and competi-
tive pressures will result in GenAI being 
nearly universally adopted more quickly 
than, for example, [continuous integra-
tion/continuous deployment]. And will 
require little to no migration effort.

GERRARD: A tester uses their knowl-
edge and experience, communication, 
and analytical skills to model usage 
patterns, failure modes (risks), required 
and conventional behavior, and scenar-
ios to demonstrate the software “works” 
to enable testing stakeholders to make 
better-informed decisions. AI tools for 
testers will require integrated training 
data from code, changes, the old system, 
real-world data, usage patterns, test, 

and defect histories. AI could become a 
trusted partner of testers who explore 
knowledge sources and direct AI to per-
form much of the legwork of testing. But 
these tools need “integrated systems 
intelligence” and a focus on the thought 
processes of testers.

PORTER: Although GenAIs applica-
tions are impressive now and destined to 
improve rapidly, I think their near-term 
use in software testing will be limited 
and narrow in scope. In particular, Ge-
nAIs lack meaningful theoretical or em-
pirical safety “guarantees.” That said, in 
the longer term, GenAIs and future AI 
innovations will be used to automate 
more and more currently manual tasks. 
Most interestingly, I believe that during 
this transition period, GenAIs will en-
able technically knowledgeable people to 
review and curate GenAI output in ways 
that leapfrog their productivity over less 
technically knowledgeable people.

WALKER: Generative AI’s future lies 
in specific models trained on organi-
zational data to facilitate intelligent al-
gorithms. The biggest barrier to that is 
a lack of structured data, which largely 
doesn’t exist in the software domain. 
Over the next five to 10 years, I antici-
pate a shift toward prioritizing the har-
vesting of AI-training data from across 
the development lifecycle. Despite a 
current focus on models/algorithms, 
data are fundamental. I predict models 
will be trained on assets from through-
out the software development lifecycle, 
enabling a comprehensive organiza-
tional AI. This could drive autonomous 
testing and quality assessment.

COMPUTER: Many thanks to our pan-
elists, who all agree that GenAI will 
transform the software engineering 
profession. In the near term, software 
testing will benefit from AI-based test 
case specification, test code authoring, 
and test data generation. However, test 
engineers will remain the ultimate 
authority who assure that AI-assisted 
software testing results in a reliable, 
safe, secure, and functionally correct 
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system. The potential of GenAI for soft-
ware testing, as in other disciplines, will 
be realized once organizations identify 
and overcome the limits of this technol-
ogy for improving, rather than replac-
ing, the practices of engineering. 
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