
The integration of tools into 
health care from emerging 
technologies, such as the In-
ternet of Things (IoT) and ar-

tificial intelligence (AI), has advanced 
medicine and will continue to do so 
as their adoption accelerates. There 
already exist IoT systems that use AI 
algorithms to help patients manage 
chronic conditions, assist physicians 
in diagnosis and treatment, as well as 
help hospitals track and manage the 
use of medical equipment and devices.

While the use of AI in health care 
has received considerable attention 
over the last decade, its initial use 
can be traced to the expert knowledge 
systems of the late 1960s and early 
1970s. AI has made tremendous ad-
vancements in the medical field and 
is now promising to continue to trans-
form health care. Still, society should 
be cautious given the implications 
of unintended consequences. Diag-

noses from predictive machine learning (ML) models 
trained on highly personalized data and the application 
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of pattern recognition for medical im-
aging anomaly detection carry more 
risk than consulting Internet search 
engines to learn more about medical 
conditions. These are critical systems 
and need validation, verification, and 
regulation. This article adds to the un-
folding discussion on the benefits of 
integrating AI and IoT in health care, 
as well as its inherent challenges.

THE CONVERGENCE  
OF IoT AND AI
The IoT architecture has been well- 
received in the medical domain  
because of its ability to support com-
munication among numerous medical 
devices, including decision triggers 
that are AI-enabled.1 Tethered by vast 
amounts of data, improvements in AI, 
and capabilities of analytics, the many 
possibilities of convergence in these 
technologies are rising in modern 
medicine.2 IoT is defined as the col-
lective network of connected devices 
and the technology that allows them 
to communicate with each other. In 
the medical industry, IoT is sometimes 
referred to as the Internet of Medi-
cal Things (IoMT). However, there are 
clear limitations to adoption in the 
medical field that may not always be 
apparent, especially in terms of safety 
and ethics.

One example of an IoMT device 
is the continuous glucose monitor 
(CGM), which measures a patient’s 
glucose level through a sensor, sends 
the reading to the transmitter, and 
then communicates the reading to 
the patient’s smartphone. At such 
time, if the reading is out of range 
the patient will be alerted so a de-
cision can be made on how to treat 
the glucose reading.3 Such technol-
ogy not only assists in treatment but 

improves day-to-day management of 
the condition.

Moreover, IoT and AI have united 
to form the Artificial Intelligence 
of Things (AIoT). AIoT is frequently, 
and increasingly, seen in the medical 
industry.1 In general, medical AI as-
sistance can decrease stress on both 
patients and physicians. A patient 
with a chronic condition can use an 

AI-enabled IoT system to administer 
treatment without having to be mon-
itored in real time by a physician. 
Medical instruments such as smart 
stethoscopes, thermometers, and blood 
pressure monitors can connect to the 
Internet and use AI to assist health-
care professionals in accurate diagno-
ses and treatment decisions.4 Smart-
watches and fitness trackers can 
collect vitals to make determinations 
and give feedback about a person’s 
overall health. The automated insu-
lin delivery system (AID) uses blood 
sugar readings to adjust insulin deliv-
ery.5 These devices have the ability 
to improve the overall quality of life 
for patients.

CATEGORIZING AI RISK
The level of AI integration in medi-
cine delineates its risk. In 2021, the 
American Medical Association (AMA) 
classified AI applications into three 
categories: assistive (Level I), aug-
mentative (Level II), and autonomous 
(Level III).6 Similarly, the European 
Union (EU) classified AI applications 
into three categories based on the 
risk that the model presents: unac-
ceptable risk, high risk, and limited/
minimal risk.7 These three levels 
differentiate the critical nature of the 
medical applications: Level I classi-
fies technology that produces its own 

data but requires further human 
interpretation (for example, CGM). 
Level II involves more advanced  
algorithms that can draw conclusions 
and deliver a treatment or a diagnosis 
that may still be overruled (for exam-
ple, AID). Finally, Level III exhibits  
algorithms that can manage diseases 
independently (for example, radio-
logic interpretation). The use of ML, 
which includes algorithms classified 
as Levels II or III, is gaining popular-
ity in medicine. ML algorithms learn 
patterns from the data they use, thus 
enabling them to make inferences and 
predictions.8 Most autonomous med-
ical technologies operate using ML  
algorithms. These algorithms, in turn, 
use electronic medical data to make 
pred ic t ion s a nd deter m i ne t reat-
ments.9 Innovations such as the arti-
ficial pancreas, or closed-loop insulin 
delivery, have been incorporated into 
treatment to improve drug delivery 
using ML algorithms and other such 
technologies.10

Autonomous (Level III) technolo-
gies have reached impressive capa-
bilities. They can interpret medical 
imaging faster and more accurately 
than medical experts.11 In Level II and 
III technologies, these predictions 
are communicated to the system and 
acted upon accordingly. However, bias 
and imbalance in data can degrade 
the algorithms’ predictions and po-
tentially cause inaccurate interven-
tions12 and thus compromise reliabil-
ity. In autonomous systems that are 
used to monitor and control patient 
health, these inaccuracies may lead to 
harm and adverse events. These crit-
ical systems must be highly reliable 
in that they not only complete their 
missions but also causes no harm.13 
Therefore, the use of ML in critical 
systems is a challenge that will need 
continuous monitoring. With safety 
and trust being two of the most im-
portant requirements of a critical sys-
tem, the adopted ML algorithms must 
also be reliable.

AI and humans learn from each 
other and improve reciprocally. Clearly, 

A patient with a chronic condition can use an  
AI-enabled IoT system to administer treatment 

without having to be monitored in  
real time by a physician.
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medi cal professionals need to prob-
lem-solve even when automation is 
present in order to identify and mit-
igate adverse situations that arise. 
Thus, implementing a feedback loop 
that leads to resolving algorithmic 
imperfections and improving the 
outcome of technology is required. 
This creates a cycle of continuous en-
hancements that impact research, 
development, deployment, testing, 
a nd ad apt at ion. Con sequent ly, a s 
technological solutions advance, so do 
medical treatments.

QUANTIFYING THE BENEFITS
Technological infrastructure has al-
ways been the bedrock of health-care 
advancements. However, the powerful 
tools of AIoT are now playing a much 
more transformative role in this in-
dustry, elevating the present-day 
medical domain much faster than 
ever before. The benefits of AIoT are 
multifaceted. These include improved 
decision-making, extended medical 
access, early prediction and detection, 
reduced stress for patients and physi-
cians, and lowered costs. Additionally, 
convenient data storage is made pos-
sible by AIoT devices and enables phy-
sicians to store voluminous data with 
easy access.14

ML technology helps clinicians im-
prove decision-making by detecting 
patterns in large health-care datasets 
that may not be identified by the clini-
cians alone. In epidemiology, ML algo-
rithms were able to accurately predict 
the transmission of infectious dis-
eases in West African populations.15 
The novel predictive model analyzed 
infection patterns in a distinct African 
population. As a result, the algorithm 
accurately predicted transmission of 
the Ebola virus during the 2013 out-
break in Africa. IoT in epidemiology 
can utilize these predictive models 
more actively, thus creating an oppor-
tunity for AI to intervene. For example, 
wearable AIoT devices that measure 
physiological symptoms have been 
used to identify and evaluate conta-
gious diseases, such as COVID-19.16 

Integrating these predictive modeling 
techniques with data from IoT devices 
will lead to significant improvements 
in epidemiological models.

AIoT in medical care allows tech-
nology to work more efficiently with 
less risk and at a lower cost,17 thus 
expanding medical access. Clustered 

regularly interspaced short palin-
dromic repeats (CRISPR), a technol-
ogy to improve existing therapies and 
test drug candidates, is an example of 
this that uses ML/AI. Specifically, AI 
is used in gene editing for target pre-
diction, designing genomes, genomic 
analysis, and optimizing editing effi-
ciency. By combining AI and CRISPR 
technolog y, researchers can make 
gene editing more precise, efficient, 
and reliable.17

Additionally, the recent application 
of AIoT in diabetes control highlights 
the potential of combining IoT technol-
ogy with predictive models. The AID 
system is a way of delivering insulin 
through a pump that communicates 
with a CGM. ML algorithms analyze the 
blood glucose reading, predicts what 
the blood glucose will become based on 
the current trend, and automatically 
adjusts insulin delivery based on that 
prediction.5 Such a closed-loop system 
has been proven to greatly improve the 
quality of life for Type 1 diabetics by 
reducing the burden of constant blood 
sugar monitoring. The decisions of 
the AID system can be overruled by 
the patient, making it a Level II crit-
ical system. As a result, technologies 
similar to this are becoming popular 
in the medical industry due to their 
partial independence.

Gastroenterology, the study of the 
digestive system, and hepatolog y, 
the study of the liver and gallblad-
der, also have their own examples 

demonstrating AI’s potential to save 
lives with minimal intervention. AI 
and ML software systems already 
assist in the treatment and manage-
ment of stomach and liver diseases. 
In a 2012 study, AI/ML models were 
used to identify patients with ulcer-
ative colitis and Crohn’s disease from 

endoscopy images, with an average 
accuracy of 90%. These systems can 
also identify high-risk patients who 
are unable to be identified with stan-
dard screening,18 underscoring AI 
abilities’ over prevailing technology. 
Another example is in anesthesiology, 
which requires the analysis of com-
plex data, where ML algorithms read 
patients’ electroencephalography 
signals to examine their status under 
anesthesia.19 The algorithms used in 
anesthesiology include deep learning 
neural networks, which work together 
to improve accuracy in predicting the 
patient’s status.19

Additionally, AIoT has had a fun-
damental position in cardiovascular 
disease prevention. ML uses data col-
lected from a vast number of patients 
to create a precise algorithm capable of 
identifying factors that predict hyper-
tension and coronary artery disease. 
The AI then uses this data to create a 
predictive model that prompts the IoT 
technology to alert the subject. This 
AIoT communication allows patients 
and physicians to precisely manage 
cardiovascular risk factors.20

Though not perfect, the ability of 
AI to interpret complex signals and 
make predictions is extremely prom-
ising. Furthermore, the convergence 
of IoT with AI has created a paradigm 
shift by enabling the kind of smart ma-
chinery decision-making that reduces 
the burden of physical intervention for 
doctors and patients.

With safety and trust being two of the most 
important requirements of a critical system, the 
adopted ML algorithms must also be reliable.
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A NEED TO ADDRESS 
CURRENT CHALLENGES
While AIoT presents new and promis-
ing opportunities in health care, there 
remain challenges to be addressed. Re-
search, development, and regulatory 
efforts to address concerns regarding 
reliability, generalizability, safety, and 
sustainability are underway.14 It is ev-
ident that transformative innovations 
are fueling autonomous medical tech-
nologies; however, current technolog-
ical limitations are a drawback. These 
limitations include data privacy, lim-
ited data availability, biased data sets, 
patient injury, and machine error.21

Patient privacy is of utmost impor-
tance in health care. Patients want to 
know that their data are safe, secure, 
and not at risk of breach. When novel 

AIoT systems are deployed in health 
care, the potential for patient data 
being compromised is far greater 
than most patients understand or 
are willing to tolerate because of the 
complexities of these systems.8 Not 
only does unprotected patient privacy 
increase the possibility of patient dis-
crimination by increasing data bias, 
but it also impacts long-term health 
care costs.21

The massive amounts of data and 
the deduced patterns by AIoT systems 
embody within them the biases of our 
society, making their use in health 
care a potential for ethical implica-
tions. Therefore, such solutions may 
not be viewed as trustworthy as those 
deduced by trained physicians. Pre-
dictions from AIoT systems are only 
as good as the data they receive. When 
that data are shown to have biases, the 
resulting predictions are not optimal.12

Another challenge is that current 
technology cannot measure or control 

external factors, making it difficult 
to adapt.22 Therefore, the reliabil-
ity of AIoT can be degraded because of 
changes in the patient’s environment 
that are difficult for the algorithms 
to detect. The AID system used in  
Type 1 diabetes is an example of an 
AIoT device used in medicine with 
limitations that can be attributed to 
its algorithm. Given the closed-loop 
insulin delivery system is designed to 
adjust insulin rates based on glucose 
levels, the algorithm does not know 
what the patient is actively doing or 
how it may affect their future blood 
glucose readings.5 For example, it can-
not measure the amount of exercise of 
the patient or the type of food they are 
eating, so it may administer the in-
correct amount of insulin. This type 

of error can cause hypo- or hypergly-
cemia, which can be fatal.

AIoT in medical care also has le-
gal limitations. Injury and error are 
unavoidable in medicine, but when a 
problem does occur due to technology, 
legal measures must be taken. When 
physicians are held accountable in-
stead of the technology, they may be-
come liable.23

A IoT is developing fast and is 
increasingly being adopted in 
medical care. It goes without 

saying that caution should continue to 
be used with AIoT-based technology. 
Due to their critical nature, health-
care systems must be assured to be 
reliable and maintain such reliability 
throughout their usage. AIoT has the 
potential to make medical care safer, 
more efficient, affordable, and less 
stressful for physicians and patients 
alike, thereby improving health-care 

delivery. However, despite their prom-
ise to assist physicians in disease diag-
nosis and treatment recommendation, 
AIoT systems have greater associated 
risk than prevalent technology. Fur-
thermore, medical technology still has 
a long way to go before it can be fully 
trusted by clinicians. In the meantime, 
researchers are continuing to work on 
making AIoT more reliable by develop-
ing novel approaches to overcoming 
their limitations. 
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