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IT INNOVATION

W hile artificial intelligence (AI) has con-
tinuously evolved for over five decades, 
the recent introduction of affordable, 
scalable, and readily deployable AI solu-

tions has significantly disrupted all sectors of the global 
economy.1,2 In particular, the swift rise of generative AI 

capabilities presents both unprece-
dented opportunities and risks for 
today’s corporate enterprises.3

INTRODUCTION
Conventional AI solutions address 
tasks like recognition (such as image, 
facial, fingerprint, and voice recog-
nition), decision-making (including 
risk profiling, route calculation, and 
workflow management), and anomaly 
detection (covering predictive mainte-
nance, cybersecurity threats, and user 
behavior analysis). These solutions pro-
cess extensive datasets, learn patterns 
and nuances, and then produce classifi-
cations when presented with new data.

Generative AI brings sophistica
tion beyond just classification by 

empowering machines to autonomously generate artifacts 
including images, language, data, code, and processes.4 
The speed and widespread impact of generative AI have 
taken many companies completely off guard, leaving them 
ill equipped to harness AI’s potential benefits or safeguard 
against its potential pitfalls.5 Moreover, generative AI intro-
duces significant ethical, legal, and societal concerns that 
surpass the purview of any individual company or govern-
ing body.6
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LEVELS OF GENERATIVE  
AI DISRUPTION
Every emerging technology influences 
the market: some cause incremental 
shifts in the status quo, while others 
completely disrupt entire industries.7 
Generative AI is proving to be the lat-
ter,8 disrupting enterprises across four 
dimensions: corporate, strategic, tacti-
cal, and operational.

Corporate disruption
Corporate planning involves defining 
a company’s “why”: its mission, vision, 
market, customers, regulatory con-
straints, and shareholders.9 Although 
crucial for examination, a comprehen-
sive exploration of the disruption gen-
erative AI introduces at the corporate 
level exceeds the confines of this article.

Strategic disruption
The strategic level of corporate plan-
ning addresses the “what” when accom-
plishing the corporate “why” including 
“What do we do?,” “What do we need?,” 
and “What must change?” Setting stra-
tegic objectives requires careful anal-
ysis of market dynamics, competitive 
landscapes, regulatory considerations, 
and an honest appraisal of the organi-
zation’s own capabilities, limitations, 
and resources.10 Moreover, strategic 
planning requires a keen awareness 
of the risks associated with maintain-
ing the status quo versus embracing 
emerging technologies, such as gener-
ative AI, for a competitive edge.11

Generative AI introduces several op-
portunities companies must evaluate in 
their strategic planning including rev-
olutionizing the customer experience, 
cost optimization realized through 
automated processes and staff realign-
ment, and creating a competitive ad-
vantage over lagging competitors.11

Generative AI also presents strategic 
risks or existential perils to companies, 
such as employees not understanding 
generative AI application pitfalls and 

corporate policies not addressing the 
copyright, data leakage, and security 
risks of using generative AI.12 Cur-
rently, “shadow AI” is rampant and 
leaves many companies unaware of 
what AI tools and services are used or 
what risks they introduce.13 However, 
there is also an overarching risk of not 
using generative AI and being eclipsed 
by a more adventurous competitor.14

To take advantage of generative AI 
opportunities while mitigating risks 
requires strategic objectives that cre-
ate corporate cohesion, reasoned im-
plementation, resource realignment, 
and competitive advantage.

Tactical disruption
Tactical corporate planning defines 
the “who” component of the objectives 
described by strategic planning by an-
swering “Who will do this?,” “Who do 
we need?,” and “Who are we missing?” 
Tactical objectives direct cross-func-
tional initiatives requiring technical 
alignment, interorganizational pro-
cesses, and coordinated programs 
spanning lines of business.15

Generative AI offers many tactical 
opportunities including the creation of 
generative applications and products, 
intelligent and adaptive processes, in-
house large language models (LLMs) 
fine-tuned with the company’s pro-
prietary data,16 or an AI center of  
excellence (COE) to concentrate AI ex-
pertise, governance, and processes.17

Several tactical risks are associ-
ated with generative AI, including 
the potential for creating applications 
with embedded bias or lacking trans-
parency into their decision-making 
process.18 These generative applica-
tions may also pose risks such as vio-
lating copyrights, leaking sensitive 
information, and generating libelous 
content.12 Not only do in-house LLMs 
introduce new attack surfaces for  
malicious actors, but if not properly 
engineered, they can also contain bias, 

produce inaccurate artifacts (referred 
to as hallucinations), and give a false 
sense of infallible authority.19 Addi-
tionally, cybercriminals are leveraging 
generative AI to create adaptive and 
sophisticated cyberattacks, necessitat-
ing a large-scale revamping of cyberde-
fense strategies, tools, and skills.20

Operational disruption
Operational corporate planning tack-
les the “how” of a company’s tactical 
objectives and addresses questions 
such as “How will we do this?,” “How 
will this change things?,” and “How do 
we run, operate, and measure this?”

Generative AI is disrupting technical 
and business operations by introducing 
opportunities to automate the creation 
of text, code, voice, images, video, and 
data. For example, the emergence of 
LLMs in 2022 like ChatGPT, Bard, An-
thropic, and GitHub CoPilot enabled 
companies to write content, produce 
applications, create legal documents, 
craft communications, develop test har-
nesses, and document procedures with-
out human labor, freeing staff to pursue 
more profitable corporate tasks.21

However, this automation intro-
duces substantial operational risks 
including making it difficult to under-
stand, update, fix, or maintain code 
written by AI.22 Many companies rely 
on external applications and services 
that expose them to all risks within 
the third party’s ecosystem. In addi-
tion, introducing generative AI creates 
a much more nuanced attack surface 
vulnerable to new threats such as data 
poisoning, model hijacking, prompt 
injection, and adversarial inputs.23

AI ROADMAPPING
As generative AI ushers in a flood of 
innovations and threats, companies 
must reappraise their corporate, strate-
gic, tactical, and operational objectives, 
which can be a daunting task. Some 
jump right into generative application 
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development opportunistically for high 
visibility. Others take a more conser-
vative “wait and see” approach until 
platforms, products, regulations, and 
features are more predictable. How-
ever, there are a few firms taking a 
measured, programmatic approach 
by charting a stratified roadmap to si-
multaneously create new opportunities 
and avoid risks as their resources, risk 
tolerance, constraints, market, and cul-
ture allow. This five-phase roadmap-
ping technique (Figure 1) effectively 
sets and resets technical objectives in 
a structured yet nimble process that 
adapts to the rapidly changing genera-
tive AI landscape.

Identify
Start by identifying a lattice of gener-
ative AI opportunities for each of the 
strategic, tactical, and operational lay-
ers. Although there are hundreds of 
possible use cases for each layer, iden-
tify the top four opportunities and risks 
for each layer: 12 opportunities and 12 
risks. These use cases will change as 
technology matures, skills expand, reg-
ulations emerge, and resources adjust.

Analyze
Analyze each of the 24 use cases for 
its potential impact to the company’s 
objectives by classifying it as high im-
pact, some impact, or no impact (Fig-
ure 2). Similarly, each use case is then 
evaluated for its feasibility considering 
existing technology, skills, budget, re-
sources, time, regulations, and culture 
and rated as easy, hard, or intractable.

Phase
After analysis, group use cases into five 
categories regardless of layer or whether 
they are an opportunity or risk:

1.	 easy: high impact
2.	 easy: some impact

3.	 hard: high impact
4.	 hard: some impact
5.	 other: includes all use cases 

with no perceived impact or 
currently intractable.

Then select a set of use cases to imple-
ment immediately and table the rest for 
later development. Begin with category 
1 use cases (that is, easy: high impact) 
and work down the ranking categories 
sequentially. The number of use cases se-
lected for immediate implementation will 
vary depending on the company’s capabil-
ities, resources, and risk appetite, but typ-
ically, first iterations have smaller scope, 
and later phases grow larger as proficien-
cies increase. Once the initial set of use 
cases is selected, schedule its start based 
on the company calendar, resource avail-
ability, and budget constraints (Figure 3).

Implement
Implementing a selected use case begins 
by assessing the current state of tech-
nology, market, skills, budget, time-
lines, regulations, and competition. The 
assessment may determine that the use 
case is more nuanced than expected 
and needs appropriate adjustments 

Identify

Analyze

Phase

Implement

FIGURE 1. The AI roadmapping process. 
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to its impact and feasibility rankings. 
The assessment process also identifies 
the implementation approach for each 
use case (for example, buy versus build 
versus partner, proof of concept versus 
full deployment, etc.), as well as the ex-
pected results and success criteria.

Once assessed, the use case is char-
tered, kicked off, developed, and de-
ployed using the company’s defined 
development life cycle(s) and processes. 
It is important to note that generative AI 
development differs substantially from 
typical waterfall or agile software devel-
opment life cycles, so newer processes 
may need to be adopted or adapted.

Iterate
After initial use cases are deployed, re-
peat the process by reevaluating previ-
ous use cases and adding ones that have 
surfaced in the interim. However, after 
several iterations the AI roadmapping 
foundations are in place, and iteration 
cycle times will decrease while imple-
mentation use case sets will grow.

FRAMEWORKS
Several frameworks have been re-
leased or are under development to 
identify risks, mitigations, and use 
cases and provide organizations with 
implementation and governance guid-
ance, including the following: 

›› The IEEE AI Impact Use Cases 
Initiative24 provides a searchable 

repository and taxonomy for 
risk-based AI use cases, their im-
pacts, and a set of risk principles.

›› The OWASP Top 10 for LLM Appli-
cations25 provides a list of risks 
to educate organizations on the 
potential security risks intro-
duced when deploying LLMs.

›› The NIST AI Risk Management 
Framework26 provides guidance 
to organizations on the risks as-
sociated with AI to “incorporate 
trustworthiness considerations 
into the design, development, 
use, and evaluation of AI prod-
ucts, services, and systems.”

›› The MITRE Adversarial Threat 
Landscape for Artificial Intelligence 
Systems (ATLAS) Framework27 
provides a “living knowledge 
base of adversary tactics and 
techniques based on real-world 
attack observations and realis-
tic demonstrations from AI red 
teams and security groups.”

›› The Data Provenance Initiative28 
provides a repository of over 
1,800 popular textual datasets 
used to train and fine-tune 
generative AI models, along 
with comprehensive metain-
formation for each describing 
the origin, use, data sources, 
licenses, and creators.

While the proposed AI roadmap-
ping process leverages these and other 

emerging frameworks, it provides 
several advantages over using them 
in isolation:

›› comprehensiveness: equally consid-
ers opportunities, risks, and their 
connections to strategic, tactical, 
and organizational objectives

›› structure: provides a formal and 
systematized method to iden-
tify, analyze, and implement 
generative AI opportunities and 
risks in customizable phases

›› effectiveness: creates a solid 
grounding for practical imple-
mentation of prioritized use 
cases by focusing on immediate 
value delivery or risk mitigation 
and deferring all ancillary use 
cases to a later date

›› nimble: allows rapid maturation 
of underlying generative AI 
technologies and use cases by 
iterating back through the iden-
tification and analysis phases 
after each implementation cycle.

W hile generative AI’s swift 
adoption poses many soci-
etal, competitive, security, 

technical, and cultural concerns, the 
unprecedented opportunities it intro-
duces cannot be ignored. A new wave of 
processes, techniques, and frameworks 
is emerging to help companies take 
advantage of generative AI’s promises 
while mitigating its perils. Aligning a 
company’s strategic, tactical, and op-
erational objectives into an evolving 
AI roadmap is the first step. 
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