
Heterogeneous integration (HI) is the integra-
tion of chiplets using packaging technolo-
gies. Whereas a traditional system on chip 
(SoC) uses semiconductor technologies to in-

tegrate functionalities on a single silicon wafer, HI looks 

to disaggregate the functionalities 
of a SoC into smaller chiplets, or 
use proven intellectual properties 
(IPs) and older technologies and re-
package them into a new product 
built for specific applications. This 
approach of producing a system in 
package (SiP) has proven attractive, 
especially as the progress of Moore’s 
law has waned. Indeed, for the bulk 
of our lifetime, Moore’s law has al-
lowed transistor densities to double 
every two years. This fueled the in-
tegration of increasingly complex 
functionalities into a single silicon 
chip and the aggregation of multi-
ple functionalities, including the 

CPU, graphics processing, custom accelerators, mem-
ory, and input–output functionalities. However, as the 
transistor integration approaches billions per chip, the 
economic and technological drivers are steering manufac-
turers away from monolithic integration. Here, as mono-
lithic chip sizes swell to the size of a reticle, the yield of a 
monolithic SoC falls appreciably because of defects in the 
semiconductor manufacturing process. Consequently, 
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Heterogeneous integration, a process that involves 

the amalgamation of chiplets, enhances system 

performance and spurs innovation in various 

applications, including, but not limited to, artificial 

intelligence, sensors, and cloud computing.  
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this has changed the way in which 
manufacturers approach the design of 
large and complex systems. Increas-
ingly, the trend has been toward the in-
tegration of smaller “chiplets” through 
packaging technology. In this model, 
chiplets can be selected based on the 
desired functionality. As each chiplet 
can be optimized using different pro-
cess nodes, this also opens the way for 
the reuse of older chips and their IPs.

However, while chiplet integration 
is an elegant solution, it comes with its 
share of challenges. For example, pack-
aging technologies and their associated 
problems are now intertwined with the 
system architecture design. Suddenly, 

thermal and latency issues must be 
managed at the millimeter-length 
scale, rather than that of the typical 
microns seen in monolithic chips. 
Similarly, chiplet interfaces must be 
standardized across multiple manu-
facturers, rather than in house. All of 
these factors complicate the economic 
and architectural decisions surround-
ing chip disaggregation and the HI of 
chiplets at the packaging level.

In anticipation of these integra-
t ion cha l lenges, t he i ndust r y has 
launched several efforts to standardize 
chip-to-chip communication. Leading 
the charge are the Universal Chiplet 
Interconnect Express (UCIe) and Open 
Compute Project (OCP) standards be-
ing developed for interoperability and 
package-level integration. Both efforts 
aim to standardize how the industry 
operates with regard to chip-to-chip 
interfaces by offering an agreed-upon 
physical layer and the controller block. 
Doing so will ensure interoperability 
and guardrail the expected param-
eters of the product, including data 

bandwidth, power efficiency, and 
latency, among others. Associated 
with UCIe and OCP are also the High 
Bandwidth Memory (HBM) standards, 
which are evolving to keep pace with 
the needs of high-performance com-
puting (HPC) and artificial intelligence 
(AI). Here, the HBM3 standard was un-
veiled to tightly couple with expanding 
SiP needs.

Beyond the challenges of die-to-die 
interface standardization, there are 
also economic considerations with 
HI. For example, the time and cost 
required to architect a SiP are funda-
mentally different than in the tradi-
tional SoC pathway. To understand 

these tradeoffs, cost and performance 
models have been developed. For ex-
ample, Stow et al. benchmarked the vi-
ability of a SoC versus a SiP using 2.5D 
and 3D integration and found the lat-
ter approach to be plausible despite re-
quired changes in the design flow and 
ultimate architecture.1 Feng and Ma 
performed a study with added cost for 
the standardization and optimization 
of die-to-die and interfaces for interop-
erability of chiplets from different 
manufacturers.2 And lastly, Ahmad 
et al. developed an open source cost 
model to encompass materials, chip-
let IP, SoC disaggregation, integration, 
and development costs versus those of 
the traditional monolithic chip inte-
gration.3 Like Stow and Feng, Ahmad 
found that SiPs were economically via-
ble and that they allowed users to per-
form economic tradeoffs based on SoC 
die-yield tradeoffs. In the end, despite 
the differences in these cost models, 
the results consistently indicate that 
HI produces sufficient gross margins 
for it to be economically viable.

Of course, SiPs are not an attractive 
technology unless they offer certain 
performance advantages over SoCs. 
In this case, SiPs are distinct in that 
they can enable HPC by increasing 
the capacity of chip-to-chip commu-
nication.4 Here, chiplet integration 
addresses the die-to-die data interface 
and bottleneck with higher density in-
tegration that allows parallelization 
and low latency such that intrachip 
protocols can be adapted for interchip 
communication, greatly increasing 
the data throughput. Two key places 
where this higher throughput provides 
an advantage are high-speed data con-
verter interfaces and HBM interfaces. 
High-speed data converter interfaces 
enable high-speed communication 
and signal processing capability, while 
high memory bandwidth and capacity 
enable HPC capability.

This abilit y for high-capacit y 
chip-to-chip data transmission en-
ables the disaggregation of integrated 
circuit functions, allowing for the use 
of microelectronics technology that 
is application specific. With chiplets, 
a processor can be realized using the 
latest CMOS technology, while sur-
rounding functions, such as memory 
and peripherals, may be realized using 
lower cost and higher yielding tech-
nologies. As alluded to previously, 
this allows the reuse of existing chips 
and IPs while also allowing chips to be 
sourced from different foundries and 
suppliers, providing the opportunity 
for cost and schedule savings.

Chiplet approaches have been used 
in modern computing. One example 
is the Intel Ponte Vecchio GPU, which 
incorporates 100 billion transistors 
across 47 separate chiplets into a 
single module to serve as a building 
block for future HPC architectures.4 
Each module contains microelectron-
ics technologies realized in nodes 
as small as 5 nm and is capable of 
45-teraflop 32-bit operation. The same 
 manufacturing capabilities used to 
produce this module are also being 
used to produce microprocessors for 
consumer applications, bringing the 

HI offers the tantalizing possibility of combining 
chiplets, individually optimized and potentially 
from different technologies, to construct new 

amalgamations at the package level.
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capability of chiplet integration to 
mass production.

Wit h t he c apabi l it y for h ig h- 
throughput chip-to-chip data trans-
mission, chiplet technology provides 
the potential for incorporating hard-
ware accelerators for machine learn-
ing, AI, or neuromorphic computing.5,6 
Chiplets enable the hardware accelera-
tors to be designed and manufactured 
using ideal and custom technologies 
while still maintaining low-latency 
communication with the central pro-
cessor. Research in this area is active 
with universities and industry groups, 
who report chiplet-based accelerators 
for machine learning and signal pro-
cessing, taking advantage of interchip 
data rates exceeding 1 Tb/s.7,8,9

The enhanced data rates derived by 
improved die-to-die interfaces also of-
fer advantages for communication be-
tween data converters and processors. 
In the radio-frequency (RF) domain, 
analog-to-digital converters (ADCs) 
now exceed 10 Gb/s and can produce 
more than 100 Gb/s of data for down-
stream signal processing, providing 
opportunities for direct sampling of RF 
signals with broader bandwidths. Fur-
thermore, an ADC demonstrated opera-
tion at 12 Gb/s with 12 bits of data, for a 
total data rate of 144 Gb/s.10,11 Using the 
parallelization of a chiplet HI interface, 
these data are offloaded to the signal 
processing chip in 32 12-bit channels 
operating at 375 Mb/s. These types of 
data rates will be required for future ra-
dar and 6G communication.

In the even faster case of optical 
interconnects, data rates >8 Tb/s have 
been achieved by combining multiple 
optical interface chips with a field- 
programmable gate array.12,13,14,15  
Beyond the obvious telecommuni-
cation applications, this type of op-
tical interface can be used to enable 
chip-to-chip, module-to-module, and 
rack-to-rack networking for massively 
parallel computing architectures. In 
all, these exemplars serve to demon-
strate the architectural advantages of 
disaggregation and individual optimi-
zation over traditional SoC designs.

C h iple t tec h nolog ies present  
several key challenges that must be 
addressed. First, chiplet assemblies re-
quire simulation and co-design across 
multiple technologies, domains, and 
vendors. Second, standardization and 
compatibility of protocols, interfaces, 
and design kits across the industry are 
required for maximum flexibility and 
accessibility. Third, methods for identi-
fying a known good die prior to assem-
bly and the capability to replace or re-
work the individual die within chiplet 
assemblies will improve the yield and 
affordability of chiplet approaches. The 
chiplet community is working to ad-
dress these and other challenges to real-
ize the promise of chiplet technologies.

To conclude, HI offers the tanta-
lizing possibility of combin-
ing chiplets, individually op-

timized and potentially from different 
technologies, to construct new amal-
gamations at the package level. These 
SiPs, if properly architected, can pro-
vide individually customized, applica-
tion-specific products that outperform 
traditional SoCs. Given the slowdown 
of Moore’s law, HI is likely the most 
viable path for continued progress in 
microelectronics. As HI technology 
and its surrounding technological eco-
sphere mature, there will likely be new 
technologies and applications that 
we do not foresee. We envision that 
these technologies will improve com-
munication and interactivity among 
the populace, and that these advance-
ments will improve the well-being of 
our society. 
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