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The final part of our Trustworthy AI special issue features four articles 

on AI security, reliability, trust, and AI trustworthiness as a whole.

The first two parts of the 
Trustworthy AI special issue 
included contributions cen-
tered on trustworthy AI prin-

ciples such as verifiability, robust-
ness, reliability, explainability, bias, 
functional safety, fairness, trust, and 
transparency. 

This third and last part of the Trust-
worthy AI special issue focuses on the 
following AI principles and related 
application fields. 

The first articleA1 discusses secu-
rity challenges. The authors look at 
the risk of malicious manipulation of 
data to mislead the learning process 
(poisoning attacks) and related miti-
gations using basic security principles 
or by deploying machine learning spe-
cific defensive mechanisms.

The second articleA2 discusses reli-
ability and trust challenges in a very  
sensitive application field such as 

healthcare (managing type 2 diabetes) 
for elderly patients. The authors propose 
a trustworthy-AI-based insulin recom-
mender that offers reliable insulin rec-
ommendations supported by clinical 
evidence.

The following two articles propose 
frameworks to address AI trustwor-
thiness as a whole.

The third articleA3 discusses trust 
challenges. The authors propose a 

framework that can guide nonexperts 
to unlock the full potential of user 
trust in AI design.

The final articleA4 discusses how 
to address the common concern of 
the lack of precision in the assess-
ment and deployment of AI. The 
author defines a taxonomy of appli-
cation types and associated potential 
harms, related to four main gover-
nance dimensions.
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SPECIFICALLY, THE AUTHORS PROPOSE 
A FRAMEWORK THAT CAN GUIDE 

NONEXPERTS TO UNLOCK THE  
FULL POTENTIAL OF USER TRUST IN  

AI DESIGN.
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We would like to thank the 
authors of the four articles 
in this issue for sharing their 

knowledge and experiences on how to 
improve the trustworthiness of AI sys-
tems. We also thank all the reviewers 

for helping us evaluate the articles and 
selecting those of high quality to be 
included in this theme issue. 
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