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Automatic Generation of Typographic Font from a Small Font
Subset
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Abstract—This paper addresses the automatic generation of a typo-
graphic font from a subset of characters. Specifically, we wsa subset of
a typographic font to extrapolate additional characters. Gnsequently, we
obtain a complete font containing a number of characters suicient for
daily use. The automated generation of Japanese fonts is in high demand
because a Japanese font requires over 1,000 characters. Orifinately,
professional typographers create most fonts, resulting insignificant
financial and time investments for font generation. The propsed method
can be a great aid for font creation because designers do noteed to
create the majority of the characters for a new font. The propsed method
uses strokes from given samples for font generation. The sikes, from
which we construct characters, are extracted by exploitinga character
skeleton dataset. This study makes three main contributiost a novel
method of extracting strokes from characters, which is apgtable to
both standard fonts and their variations; a fully automated approach for
constructing characters; and a selection method for sampleharacters.
We demonstrate our proposed method by generating 2,965 chacters in
47 fonts. Objective and subjective evaluations verify thathe generated
characters are similar to handmade characters.

Index Terms—Font generation, Active shape model, Computer aided
manufacturing, Kanji character.

I. INTRODUCTION
Automatic generation of Japanese font is important for kavggthe

costs associated with creating kEnjharacters. All of the characters
in a font need to be designed in a particular style and size,

process generally performed by humans. Moreover, fonttioreds
professional and time-consuming work.

The cost problem is especially crucial in languages thataion
a very large number of characters, such as Chinese, Koreah,
Japanese. Most commercial fonts contain at least 1,006 &aanjac-
ters, which are defined as those in daily use by the Japandsstiial

Standards CommittEeChinese and Korean each use more than 6,0%

characters. These numbers are far greater than those ofrodjer
languages, e.g., 26 characters in English, 27 in Spanish Hendi,
28 in Arabic, and 33 in Russian. Thus, it takes a few years éwen
a professional designer to create a font.

Previous work on character generation is shown in Table I.
categorized previous studies by their inputs and outputs tinree
problem settings. The first problem setting is to generatmausing
parameters for handwrittehl [1[3{6] or typographic fonts-[TI2]. The

second problem setting is to generate a font by blendingralev
complete fonfd for handwritten [13]-15] or typographic fonts [16]—

[19]. The third problem setting is to generate a font by epatating
characters given a subset of handwritten! [2Z0-27] or typphic
fonts [28]. Each problem setting has been an important relséapic.

In this study, we address the problem of generating a typhiga
font from a given subset of characters. From a subset of aytgpbic
font that includes only a small nhumber of characters, we geae

1Kanji are Chinese characters adapted for the Japaneseamgu
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3A complete font contains a sufficient number of charactersdily use,
e.g., 26 for English and over a thousand for Japanese.

e

missing characters to obtain a complete typographic foithotigh
the proposed method requires a subset of a particular tgpbgr
font, the burden of creating a subset of a font is much legs ¢theat-
ing an entire font. This benefit is highlighted in languagestaining
many characters, such as Chinese and Japahlesgroposed method
uses sample characters to extract strokes and construatactérs
by deploying them. Fig]1 illustrates an overview of the msgd
method, which begins with stroke extraction from sampleatters.
Strokes are extracted using the skeletons of the sampletak&/éhe
skeletons of a target character from the skeleton dataddtamsform
it into the structure of the target font. Finally, we seleging strokes
and deploy them to the target skeletons.

The proposed method accepts samples in an image format.
practicality, the ideal font generation method must acobptracters
in an image format and require only a small subset of the font
as input. First, we consider the image format. For the pwpafs
character recognition, character generation from saniplas image
format is far more useful than from those in a vector formatage
formats are more convenient for sample collection. For ¢gtam
when users encounter text in an unknown font, it is difficat t
find samples in a vector format, whereas an image is available
immediately upon taking a photo of the text. Likewise, sampl
cBilection is time-consuming work and could be an obstactettie
popularization of a font generation method if too many sa&sre
needed.

Our automatic generation framework makes three main duontri
ﬂons, each of which is briefly introduced below and desdili@
detail in subsequent sections.

The first contribution of this study is a stroke extractiontinoel.
e propose a method that extracts character strokes byiagpdy
novel active contour model that determines the boundafistrakes
to extract. Some strokes are damaged because of the cotypbéxi
characters; therefore, we incorporate a restoration psof@ fixing

For

V\t}éese damaged strokes.

The second contribution of this study is a method for the raatc
construction of characters in two phases: modifying skeketin the
target font and deploying strokes to them. The proposed adeth
extracts the transformation parameters. With these paeasewe
can unify the skeletons in size and geometry. Because ounatiet
transforms skeletons from a standard font (such as Minchdtt
the target font, it is unnecessary to build skeleton dasagat a
large number of fonts. This approach helps us with varietg an
scalability. We can generate as many characters as the@keln
the dataset will allow (210,000 characters are availabkhiattime).
For automation, we define an energy function to deploy a etsik
that an appropriate one can be added to the skeleton.

The third contribution of this study is a sample selectiorthuod.
We address which characters are suitable for the proposédoche
and how we can select them based on the energy function used in
character generation. Finding samples is combinatoriblpm, and
it is difficult to obtain a solution analytically. Thereforeve apply a


http://arxiv.org/abs/1701.05703v1
http://www.jisc.go.jp

TABLE |
CATEGORIES OF RELATED WORK

Input Output Handwriting font Typography font
Parameters (11021131 (71181191
(Parameter-based methods) [4]1[5](6] 10,1 — A2 [10][11][12] Oy iA 23
A2 Az
Complete fonts [13][14][15] : — (A2 [16][17][18] { T }_> (A7}
(Font blending methods) {A,.2} [19] {A,':',Z} >0
Ani lete font [20][21](22] [28]
n incomple <'> on (2311241 [25] {A,B}—»{A,,Z_} [This paper] {A.B}—{A,,Z}
(Character extrapolation methods)
[26][27]
Skeleton dataset > Section IV
s T T T ~ == =3 Section V-A
T ? \ ;{i: 14 J—L /\)L
S I\—'I—_ - ! '_\_ ! ﬂ—/\ Eﬁ ﬁA =3 Section V-B
1 ~
Transformation 4
matrix — Transform > {v > ft“l'
estimation
A Transformed Generated
skeleton character
( Input )
—_— 4 )
Sample characters Strokes ( )
A L T < | , .
XX D 1
s ; ) Stroke . Selection N cploying
— - " J . | — - > b strokes on
o\ extraction
Skeletons > oo . skeletons
A , .
K/S_] = T -, , \ oo e °
S =+ N N J —
o _J
Fig. 1. Overview of the proposed method.
genetic algorithm to find an approximate solution. in the skeleton data. A famous noncommercial flontas created

by applying this method. Kamichi extended the skeleton lueta in

Il. RELATED WORK There have been attempts to analyzing handwritten chasacte
Bayoudh et al. used Freeman chain-code to analyze alphabetical
In this section we review the relevant work illustrated irbfedl.  characters[1]. Djioua and Plamondon used a Sigma lognammek!
Parameter-based methodsThe methods in this category usesupported by the kinematic theoryl [2]. An interactive syste/as
parameters acquired by analyzing fonts. One of the most damaleveloped so that the user can easily fit a Sigma-lognormalemo
methods is Metafont[[7], which use the shapes of pen tips arsl alphabetical characters. Wada al. extracted the trajectories of
pen-movement paths as parameters for character generf@jomas  alphabetical characters and replaced them using a gergtigthm
inspired by Metafont. Further[[9][[10] analyzed charest the [3]. Zheng and Doermann adopted a thin plate spline to model a
Times font family to extract parameters. Character praggrisuch alphabetical character and generated a new alphabetiaedathr by
as thickness and aspect ratio, are changed using theseqtaraiA calculating the intermediate of the twial [4]. Handwriting dets for
method for generating Japanese characters was addresJeshdla robot arms were developed inl [5]. [6].
et al.[11]], who created a database of skeletons of Japanese t#rarac
including kaniji. The characters were generated by pladirgk ines 4https://www.tanaka.ecc.u-tokyo.ac.jp/ktanaka/Font/
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Parameter-based methods generate clean characters. étpthey
are only applicable to particular fonts that are analyzechbyans.
For instance, the method i [11] accepts only two fonts: Manc .
and Gothic. This drawback comes from the method’s requintme A
for precise analysis. In addition, the methods cannot bdieapp / \
to Japanese fonts, since over a thousand of characters odeal t A 4

A

parameterized. Moreover, special equipment is requiretttorately
parameterize alphabetical characters, such as an interagstem or (@) (b)

device for.acqw”ng trajectories. Unlike these .metho.de, n.nethOd Fig. 2. Visualization of the GlyphWiki data and our datage). Data from
proposed in this study generates characters without i@QuUIrecise  Gjyphwiki drawn in Mincho. The red triangles represent tioaitcol points.
analysis. Thus, only a few character sample images areregjuAs  The line types of the left and right strokes are “curve” anttdight” in the
we discussed in the previous section, preparing sampledsnega middle. All start and end shapes are different. (b) The shetein our dataset.
simple task. The control points, line type, start shape, and end shapattieutes.
Font blending methodsMethods in this category receive several
complete fonts and generate a font by blending them. eXuwal.
generated Chinese calligraphy characters using a weidiéedl of decorated. To the best of our knowledge, the method ih [28hés
strokes in different styles [13]. They decomposed sampisriadi- only method that is applicable to characters in fonts wittodations.
cals and single strokes based on rules defined by expert &kdgel Saitoet al. applied a patch transformi [29] to samples and generated
An improved method [14] considers the spatial relationsifigtrokes. alphabetical characters in wide range of forits| [28]. Howetlee
Choi et al. generated handwriting Hangul characters using a Bayesigenerated results did not meet the criteria for practical Ui this
network trained with a given fonf [15]. paper, we propose an adaptive active contour model for coergo
Suveeranont and Igarashi addressed a generation of atjglzbeextraction. With the proposed method, we can obtain natiralacter
characters for typographic fonts |16]. They generated attars by strokes even in decorated characters.
blending predefined characters from miscellaneous comtetts.
This method is based on a vector format, in contrast with tbpgsed
method, which accepts an image format. Campbell and Kaatnéel First, we address the character skeleton dataset usedsisttiuly.
a manifold of standard fonts of alphabetical characferk [ldtations We created the dataset based on GlyphWik] [30], which costdata
on the manifold represent a new font. Feegal. used a wavelet from more than 210,000 of characfgr&Slyphwiki utilizes a wiki
transform to blend two fonts [18]. Tenenbaum and Freemanl usfrmat, allowing anybody to contribute to and maintain tlagathase.
complete fonts as references to form characters from thergéon Each stroke of a character is stored in KAGE formal [12] whisks
results [19]. four attributes: control points, line type, start shapel and shape.
The methods in this approach require human supervisionrierge There are six line types, seven start shapes, and 15 endssiTape
ate a desired font; since they automatically blend fonts, rssult number of control points depends on line type and is at mast fo
is not always the desired font. In order to avoid this problenThe control points and line types lead to a rough stroke, then
blending weights[13] or an interactive systdml[16] are iempénted. start and end shapes provide details of a stroke.[FFig. 2|(e}riites
However, sweeping the weights and using the system requitah a character in KAGE format in Mincho.
supervision. We created skeletons of the strokes in a character usinch@likp
In contrast, the proposed method generates a typographtievith  data. Fig[2(b) illustrates the skeletons of a characteruindataset.
little human supervision. Instead of blending fonts, we starct \We draw a line of a skeleton from the first control point to thstl
characters with strokes extracted from sample characterthé control point. An additional line of a skeleton is drawn atting to
desired font. Therefore, the proposed method can directlyige start shape and end shape. For example, the end shape is idrawn
the user with the desired font. the middle stroke in Fid.2(b). We draw a line according to lthe
Character extrapolation methodsThe aim of methods in this type and the number of control points. A straight line is dramhen
category is to extrapolate characters not included in angaubset. the line type is straight and two control points are given. Aiine
Attempts to complete this process on handwritten fonts can Burve is drawn when the line type is curved and three conwiitp
found in [201-[27]. Linet al. generated characters with componentare given. A straight line and B-spline curve are drawn whes t
extracted from given characters [20] using an annotated fion l|ine type is vertical and four control points are given. Welimle
which the positions and sizes of components were labele@. Tihe attributes with each skeleton. We extract points on &eske by
extraction of the components was performed on electronicée so  regular sampling from the start point to the end point. Tieese a
that characters can be easily decomposed. Zong and Zhwgedel skeleton is composed of a set of sampling points. By usingoiam
a character generation method using machine learning [Pigy points, we define a skeleta$i as
decomposed the given characters into components by anglytze
orientation of strokes. Components were assigned to aemeferfont
with a similarity function trained by a semi-supervised althm. S=| oy @
Wang et al. focused on the spatial relationships of the character e b
components for decomposition and generation [22]. An adontour wherexz; andy; represent the:- and y-coordinates ofith sampling

I1l. SKELETON DATASET

T

model was used for decompositidn [23]. point, respectively. We adopted homogeneous coordinafes=
Character component decomposition is a crucial techniquéh [z, , 1] denotes a vector that represents a sampling point. Then,
methods in this category. However, most use naive decomosi S = [-.. P, ---]. We denote a skeleton in our dataset Sy a

that rely on spatial relationship5_[22]=[26] or special ides [20],
[27]. It is difficult to extract components when they are cected or it includes characters created by users that are not usditipub
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Fig. 3. Stroke extraction. The black pixels represent thieaeted strokes.
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Fig. 4. Skeleton adjustment GUI. (a) Screenshot of the Gliiatmg an
adjustment. Note that the skeleton is not matched to the Isaathis point
because the skeletons are in Mincho. (b) Adjustment result.

skeleton in the samples by, and a transformed skeleﬂ)by S (See

Fig. ).

IV. STROKE EXTRACTION

move cooperatively when the start point is moved by hand, e.g
if the start point moves up, the other control points also enap.
The scale and rotation adjustments are performed only drefere
manual adjustment.

We emphasize that skeleton adjustment is not difficult amdbea
completed in minutes. It is unnecessary to adjust all of kieéesons in
the dataset. According to our experimental results, appravely 15
samples are sufficient for the proposed method. Theref@edeton
adjustment is significantly less work than creating thodsaof
characters by hand.

B. Skeleton relation assignment

We determine the connectivity of the skeletons in the sasaphée
define relations between two skeletons as follows:
« continuous: the start or end of a skeleton is connected to the
start or end of another.
« connecting: the start or end of a skeleton is connected to the
body of another.
« connected: the body of a skeleton is connected to the start or
end of another.
» crossing: the skeleton crosses over another.
« isolated: the skeleton is isolated from others.
The body is the part of a skeleton without start or end partaniples
of each relation are illustrated in Figl 5.
Two skeletons are in contact when the distance between them i
small. Therefore, we measure the distaddeetweenS and S’ as

g { min [|Qi; — Pill2 + Qi — Fjll2 if @ exists

otherwise
Qs,; is the point at which two lines cross, which are verticabtand
S’ and throughP; and P/, respectively. Fid.16 illustrates an example
of Q. Using thei andj that minimized, we can determine which
part of S is in contact withS’, e.g., the start of is in contact with

)

o0

When the proposed method receives samples as an input, mwetextthe part ofS” when: is small and; is large. We use three functions

the strokes of the samples. Higj. 3 shows examples of extratiiakes.

A. Adjusting skeletons to samples

to indicate contactl for the start,I. for the end, andl, for the
body. Forn points of a skeleton, the functions calculate true or false,
as follows.I (i) = True if £ < .05, otherwise Falsel. (i) = True if
% > .95, otherwise Falsel, (i) = True if .05 < % < .95, otherwise

The proposed method maximally exploits the skeletons ofptam False. The parameter85 and .95 were determined experimentally.

characters, however, the skeletons of samples are not.gMes
skeletons can be easily extracted if strokes are separatedver,

We assign a relatio? to S againstS’ as follows:

: LS continuous  ifd < 2(7 + 7')
strokes often overlap. Quality skeleton extraction is efak for A (s (7) V 1 (7))
the proposed method. Therefore, inspired by accurate segtizm ML) VIG)),
applications, such as Grabclt[31], we adopt user intenatti adjust connecting  ifd < 2(r + ')
skeletons in our dataset to the samples so that accurataielof AL () VI(d) AL(F)
the samples can be obtained. R=19 Comnected ifd < 2(r+ 1) ’ 3)
We developed a graphical user interface (GUI) for adjusting AL () A (I () V L ())
skeletons, as illustrated in F[g. 4. Skeletons are displayi¢h control crossing ifd < 2(r + 7') ’
points on the sample. The operator adjusts a skeleton byidiathe AL G) AL (5),
control points and the GUI shows these changes in real time. isolated otherwise

In order to assist the operator, we implemented three adtoma
techniques: scale adjustment, rotation adjustment, apecative
move. Firstly, a scale of skeletons is adjusted to fit the $an\jve
calculate a scaling factor from rectangles around the &keland
sample. The second technique is rotation adjustment. Weaaxt
points from the skeleton by sampling. Likewise, we extracints
from the medial axis of the sample, which is obtained by a mo+p
logical operation. With these points, we use iterative efvgpoint
matching [32] to calculate the rotation matrix. Thirdly,ntml points

6We described the details of the transformed skeletion iriGeS~Al

wherer represents a thickness of a stroke in a sample. We can draw
a character image with. Fig.[7 illustrates the skeletons and created
character with various values ef We empirically determined by
creating character images with variowsand choosing the- that
minimizes the hamming distance between the created andlsamp
character images.

We reconsider the relations obtained above. Since theaetatre
based on the skeletons, it is necessary to verify that treegarsistent
with the sample images. The relations may occasionally fiereint
from the samples because of human error during adjustmenthen
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Fig. 5. Skeleton relations of the red skeletons to the bldeketons: (a)

continuous, (b) connecting, (c) connected, (d) crossing, @) isolated. (@) (b)
Fig. 7. (a) Skeletons and (b) created characters with 1, 10, 20, 40.
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Fig. 6. Measurement of the distance between two skeletdms.simpling ) )

points are drawn with black circles. Fig. 8. Relation check. (a) Skeleton of segmentation res(i) Sample of
the segmentation results. Focusing on the two segmentsabedi by the red
circle, the relation is isolated in (a), but there is only apenected component
in (b).

parameters. The parametdtr+7') in Eq. (3) is set to a severe value

in order to detect all stroke contacts without omission. €aguently,

an incorrect relation may be assigned. respectively. Eimg has a high enerflyaround the strokes, thus, the
The procedures for reconsideration are as follows. We i§eab  poundary remains separated from them. We use the boundzfries

pixels of the sample to the nearest skeleton within the Heah he segmentation results as the initial AACMs. We adaptivebdify

distance. Fig.18 (a) illustrates the segmentation res8libsequently, Eimg and set some points that the AACMs must pass through.

we choose a connected component from the sample using thesg, the case where the relation of the target stroke is istatbich

results. Then, we determine the number of connected comf®nes the simplest case, we directly apply an AACM. Aiy. 9 ilkasts
obtained. If the relation is isolated, there must be two eot®d ihe results of the extraction of an isolated stroke.

components. Likewise, if the relation is connecting, ca@t@@, or |y the case where the relation of the target stroke is commect
crossing, there must be only one connected component. TSk o continuous, we force an AACM to go through the point at wahic
complements Eq[T3). the strokes are in contact. Then, we decreBsg by 1/8; within

the range of the lengttB7 from the point, except fodsk. This

decrease operation encourages the AACM to pass througlrdie s
We propose an adaptive active contour model (AACM) for cbarajntersection.3; and 8. are constant values that were determined

ter stroke extraction. The AACM is able to distinguish evérkes empirically. With the modifiedzing and the constraints, we minimize

that have contact with others, determining the boundary adhe he AACM and extract the target. Fig]10 demonstrates theetion

stroke. Inspired by Snakg [B3], we seek the boundary by apitigh  for this case. The AACM naturally passes through the intiise

a spline curve. In addition, we incorporate constraints adaptive q,e to the decreased energy.

energy modification into the AACM so that strokes can be exéeh Where the relation of the target stroke is crossing or coletgave

C. Adaptive active contour model

from complex.chara.lcters. . o decreaseFimg by 1/51 within the range off27omers from the other
The AACM is defined as a spline curve that minimizes the energy,gkes. Then, we minimize the AACM with the modifiéging and
function as extract the target along the minimized AACM.

EAACM = Eint + Eimg, .
D. Stroke restoration
where Ein and Eimg take into account the smoothness of the curves

and the fit to objects, respectivelyin; follows [33]. Eimg must
be determined for each task. If we sBing to —|AI|, where AT
represents the gradient image bf Eimg pulls the AACMs to the
edges. For our purposes, it is unnecessary for a boundarg tery
close to its stroke, and instead, may be rather relaxedelbtundary
is too close, it may cross the stroke. Consequently, theaebed
strokes are damaged. Therefore, in this paper, we défingas

We reshape extracted strokes, which often have defectsirtispo
where contact occurs; see Higl] 11(a). An intuitive methaddstora-
tion is the removal of contours around defects and the caiomewith
cubic Bézier curves. A cubic Bézier curve is drawn withrfpoints
(P1, P2, P, Py). The curve starts fron; and ends at’;. P, and
Ps serve as control points that provide a direction to the curve
We apply cubic Bézier curves to a stroke using POTRACE [34],

generating a number of curves that represent the short paitse
Eimg = Gy * Isvp + Isk, (5) contour. Then, we remove the curves within a distance: dfom

the extracted stroke; see Figl]11(c). We create a cubiceBezirve

where G, is a Gaussian kernel with variance and Iswe and  petween two curves so that the contour can be continuous; see
Isk are the grayscale ma@asof the sample and its skeletons,

8The pixel value represents the energy: O is the lowest andi®36e
"Pixel values are 0 if they are background, and 255 otherwise. highest.
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Fig. 9.  Extraction of an isolated stroke. (a) Initial AACM I{e) and
minimized AACM (orange) onEimg. (b) Extracted stroke.

(b)

Fig. 10. Stroke extraction for connecting or continuouslgrrelations. (a)
Initial AACM (blue) and minimized AACM (orange) otiimg. (b) Extracted
stroke.

Fig. [11(d). We setP; and P, of the new curve toP; and P,
respectively, of the remaining curves. FIg.] 12 illustratke new
curve. We calculatéd®, and Ps; by
P, = Pi+y(P—P),
Py = Pi+~(Pi— Py,

(6)
@)

(d)

Fig. 11. Restoration of an extracted stroke. (a) Damagettesti(b) Restored
stroke. (c) Contours removed with cubic Bézier curves;nesmdangles repre-
sentP; and Py, and pink circles represer,; and Ps. Cyan lines represent
contours. (d) The created curves, indicated by red lines.

Fig. 12. Points of a new Bézier curve. The red curve reptesemew curve
and the green curves represent those remaining.

where~ is a constant valueP; and P; represent the nearest control

points fromP; and P, in the remaining curves, respectively;, — P;
and P, — P; represent local gradients. HencB; and P; are the
points moved along the local gradients frdfp and Py, resulting in
a smooth curve.

V. STROKE DEPLOYMENT

We generate characters by deploying strokes on skeletous.

character generation method consists of two phases: skefeddi-
fication and stroke deployment.

A. Skeleton modification

The results of character generation would be strange—ev#n w,

perfect strokes— if the style of the skeleton dataset wefferdit
from the target font. Thus, we modify the skeletons to be Isintd
the target font. A feasible method for modification is the o$ea
transformation matrix. We estimate the transformationrixdtom
the skeletons of the samples. Specifically, we seek twoftremation

matricesTs; andTxsr. Ts, adjusts the size of the skeletons and centroid
translation, and 4 adjusts the affine transformation of the skeletons. =

Modification is carried out by applyind@s, and Tu to the dataset.
We estimatéls, from the rectangles of the skeletons. [Fetand TV
denote the height and width of a character in the datasgtectsely.

We estimateTu using the skeletons of the sample and dataset.
However, it is difficult to estimatélas directly from the skeletons
because of the complex structure of the characters. If theacters
are complex, they have many skeletons. The affine transf@mnsa
of skeletons cancel each other. Eventuallyz becomes a trivial
Ghatrix, such as an identity matrix. To avoid these problems,
divide the characters into groups and calculd@g by averaging
the affine transformation matrices obtained from each grop
divide a character using the relations of skeletons. Gragssist
of skeletons whose relations are continuous, connectioignected,
and crossing. Fidg. 13 illustrates the grouping results. ¥éefunction
fr to calculate the affine transformation matrix, which fitoké S
to strokeS’. We formulatefr based on the least-squares method, as

Eq. [@), which can be solved analytically as Eg.(10).
fr(S,8) = 9)

(10)

arg min ||S — TS|z,
TeT
(878) '8ty

where T represents a set of all possible affine transformation ma-
trices. We calculat@ s by averaging affine transformation matrices

Likewise, let 7 and I be the height and width of the skeleton offfom S to S as

a sample character, respectively. With output image sizend I,

we calculateTs, by averaging size transformation over the sample T 1
charactersC' = {--- ,¢;,---} as: alt =
Wci Wci
1 We; AO L 2We,
Tsz = T~ 0 HCi I HCi (8)
R
€l = Ao, o

0 0 1

i
T groups

Z Z Z fT(szvgJZ)v

1€C k=1 jeg"ic

(11)

Tstrokes

where nsiokes IS the number of total strokes i@'. The number of
groups in character is ngoups G, is a set of stroke indices in group
k of characteri, such asG}, = {j | S; € groupk}.
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Fig. 13. Groups of skeletons: (a) skeleton and (b), (c), a)dfoups.

Finally, we modify the skeletons by applyings, and Tas. A
transformed stroke is obtained using the equation

S = TaffTszS . (12)

B. Stroke deployment

Here, we describe the framework for selecting a stroke that
the most suitable for a target skeletéh Stroke deployment has an
impact on the appearance of the generated charactersfattgeréhe
appropriate stroke must be chosen for each target skeleton.

First, we selectS, which fits to S, from a set of the extracted
strokes S. Then, we determine the stroké corresponding to the
selecteds.

:Z fimg(g)7 (13)
S = arg min E(S‘Z,S'), (14)
S;e8

where fimg is a function that gives a stroke correspondingStand
E is an energy function associated with skeletéhand S. OnceZ
is determined, we appIyT(S, S) to 7 and deploy the transformed
7 on S. We repeat the selection until strokes for all target skeiet
are determined. Finally, a character is generated by iatiegr the
selected strokes.

We defineE as

E(S, S) = Es(g7 S) + Es(fdata(g)7 fdata(g)) +
Ea(fdata(g)7fdata(»§'))7

where fuaa(S) gives the skeleton corresponding ain the skeleton
dataset. The energi utilizes three terms in inspecting. The first
term measures the distance between skeletons in a sampéetena
and a target character. When this term is small, two skeletor
similar. Therefore,Z will naturally fit to the target skeleton. The
second term also measures the distance between two stimkes,
only using the dataset. If the skeletons in the dataset aritasj the
stroke is favorable for the target skeleton. This term inpsothe
accuracy of the energy function. The third term measuresmts
using adjacent skeletons, making the distance more glbbalwhen
focusing on only two skeletons.

(15)

is favored. The third term oF s incorporates attribute differences. We
define E, as

[[Sst — Setllr + [1Sed — Sedlln
50

if Syexists
otherwise

E.(8,8) = { (7
where S, = {Sst, Sed, Sat, Seq}, and Sst represent a skeleton con-
nected to the start point of. In the case where there are several
skeletons connected 8 at the start point, we choose one skeleton
whose center is closest t6. Likewise, Seq represents a skeleton
connected to the end point 6 If Ssi, Seq, Se;, OF Seq is unfavorable,
E, has a large value.

VI. SAMPLE SELECTION

The proposed method usé€s, a font subset, to generate a large
mumber of characters. The generation results are deepleirded by
C'. Therefore, it is important to analyze which characterssaitable
elements forC. With an optimalC, we are able to maximize the
capability of the proposed method. We define a process ofirgpek
the optimalC assample selectian

In sample selection, we use the skeleton dataset to €edkote
that sample images are not used. Since the skeletons in thsetla
are fundamental data, if the skeletongdhin the dataset are suitable,
C' in a target font can be expected to work well.

In order to ensure sample selection feasibility, we s€gkn a
subset of the dataset that we definevaBdation charactersin this
study, we adopt the 1,006 characters of kyoiku-kanji coinai the
elemental characters of Japanese. Since the number ofctdrarin
the dataset exceeds 210,000, it is time-consuming to usertties
dataset. As we show in experimental results in Sedfiod \Hg t
proposed method is able to generate acceptable resultawélected
C, verifying the effectiveness of our approach.

Sample selection is based on a genetic algorithm. There large
number of candidates of optimél even with the subset. Candidates
undergo crossover, evaluation and selection processeanaoptimal
candidate can be obtained over many iterations of thesegses.

We define functioryseieciionthat calculates the energy of a candidate
C; using a set of skeleton§; of C;. Let S, represent a set of
skeletons of validation characters.

fselectior(si) = Oéfe(si) + (1 - a)fr(si)7 (18)

RSy = 3 (min Bsis) + Bulsis) ) 19)
SyESy ‘

f7(Sz) = |Sz| + Ncross(sz‘) + Ncon(Si)7 |N| (20)

where |S| represents the cardinarityVeoss gives the number of
skeletons whose relations are crossifgon gives the number of

The energyE, measures the distance between two skeletons. V%eletons whose relations are continuous, connectingcamaected.

define E,(S, S") as
E(S, 8"

15" = fr(S,5)S|h
+IS — fr (8, 8)8"|lx

3
+Z]Ik(‘sv Sl)7
k=1

(16)

fr measures the complexity 6F and serves as a regularization term.
We control the complexity of the samples with a constant ealu

VIl. EXPERIMENTAL RESULTS

We demonstrate character generation with the proposedocheth
using kanji. We used five fonts as the target fonts: Ibata @8pmic

wherell, is 1 if the three attributes of two skeletons—line type, sta@d4), Onryd4b), Tsunoda #6), and Zinded 47), where the isdiep-

shape, and end shape—are different; otherwise, @ i&, inspects
the line type, start shape, and end shape of the stroke when,
2, and 3, respectively. The first term off; measures the distance
between two skeletons. The second ternfpftakes into account the
distortion from the transformatiofir (S, S); a less distorted skeleton

resent the numbers in Appendix. Fig] 14 shows the originatatters
in the five fonts. The characters in each font have distiactivokes;
for instance, two parallel lines are used in Zinpen. It isywdifficult

for existing methods to generate characters in these deastic
fonts.
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We created sample images by drawing characters in a 360-f LEE:

font size using the Qt libraly The size of the images is 500 by Z:
500 pixels. We implemented the proposed method with C++ and
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experiments were carried out on a Windows machine with a-dual = = v = =)/
b | dual B2 (3 5 B2 <f Bl F T BF “J/L‘l‘/@%fz
core CPU. Fifteen characters were chosen as the sample<lin ea IE = . b Th
font. The coefficients were set as follows; = 2.0 and 3 = 1.5. ﬁ % B8 5 —j- Efﬁ + ET 1 ’U E&\ FA
We generated 2,965 characters, which comprise the set ¢é\B51. :ﬁ&ﬁ’ﬁ' -\Tﬂéﬂ::—i: :F\ Z _»,{\/]5 3] \}Ei %%
— —l

For comparison, we used the existing metHod [28] based arh pat
transformation developed by Sagbal. To the best of our knowledge,
[28] is the only method that is applicable to characters irious Fig. 15. The characters generated in five fonts: (a) lbaraGgomic, (c)
fonts. [28] divides samples into grid squares and genecdtasacters ©Onryo, (d) Tsunoda, and (e) Zinpen. From top to bottom in eadsfigure,
by deploying the squares. The frameworks of the proposedz8id ;ﬁztﬂtjdag? SS;?(;ZP a'](.)? original characters, the propesethod, and the
are similar. Both exploit samples, extract components afratters,
and generate characters. However, the extracted comporaeat
significantly different. The components in_[28] are smakqas of
characters that lack meaning, whereas the components jimapesed
method are complete strokes.

We have employed our method for sample selection, the ses
of which are summarized in Tablel Il. We extracted strokes o
the validation characters from the 1,006 characters fromikky We evaluated the generated characters as images. We caimpare
kaniji that are for elementary school students, as detedninyethe the generated characters with the original images with thanG
Japanese Ministry of Education. The initial candidatesrarelomly ~fer distance [[3b]. Letdcnan(A, B) be the Chamfer distance from
generated. We fixed the number of elements in a candidate to Ifge A to image B. The distance is defined afnam(A, B) =
characters. In each iteration of the algorithm, 20 candilatirvive as -, 4 Min e [P — ql, where A and B are the sets of edge points
good candidates and 150 new candidates are created. Thenamaxi of A and B, respectively. We obtainedl and B by applying a
number of iterations is set to 1,000. We variadand carried out Canny edge detectof [36]. In generdknam(A, B) is not equal to
sample selection. The minimuifielecionand f,- are listed in Tabl€Jl. dcham( B, A); therefore, the symmetric formulation is often used
The obtained samples are complex characters at high valuesuod ,
simpler at lowa values. We use samples at= 0.6 as the sample deham(A, B) = denan(A, B) + denan( B, A). (21)
characters in the following experiments.
A. Character generation results

In addition, we describe the complexity of the strokes ofgbarerated
characters: 1 (min), 29 (max), 12.5 (avg), and 4.5 (std).

. Similarity evaluation of the images

We employeddg,,, in this study.

A subset of the generated characters is used for this ei@iuat

We generated characters in the five fonts using the propaseéd &pecifically, we used the 1,006 characters mentioned abdvee.
existing methods, which are shown in Fig] 15. We generat®@s2, resized the images of the original and generated charatiet§0
characters in each font, though only 75 characters are skhiowrto by 100 pixels and calculated the Chamfer distance between th
space limitations. Almost all characters generated by tlopgsed generated characters and the originals. Table Il sumesrthe
method appear clean and have good readability. Moreoverfait —average Chamfer distances. The proposed method is closalt five
characteristics, such as the slant of the characters ira,lbare fonts than the existing method. In particular, the proposetthod
successfully reconstructed. It is not easy to distingufsh driginal is greatly superior to the existing method for the Tsunodat.fo
characters from those generated by the proposed methodateeg Tsunoda has a distinctive skeleton, as can be seen in thesspac

between strokes. Since the proposed method successfutfietb
http:/iwww.qt.io/ the skeleton for Tsunoda, the generated characters are wothe


http://www.qt.io/

TABLE IlI
AVERAGE CHAMFER DISTANCE
Ibara | Gcomic | Onryo | Tsunoda| Zinpen
Saito [28] | 4.7 4.2 4.6 6.8 3.8
Proposed | 4.1 3.7 4.2 4.1 3.2
TABLE IV
RECOGNITION RESULTS(%)
Ibara | Gcomic | Onryo | Tsunoda| Zinpen
Saito [28] | 29.0 61.5 56.5 7.4 68.8
Proposed | 48.3 77.4 67.7 28.6 77.4

originals. These results numerically demonstrate thectffeness of
the proposed method.

C. Evaluation using character recognition

We evaluated the generated characters by using them amgrain

data for a character recognition system. The test data aeacier
images of kyoiku-kanji in each font. Therefore, the numifeclasses
is 1,006. A simple recognition method with Chamfer distaiscesed
in this study. We calculated the Chamfer distance betweztréning
and test data and classified the test data as the nearestteharast
data are created as images, including one JPEG-comprdssetier.
We created test data by drawing characters using a 60-psip&ion
100 by 100 pixel images; the background is white, and thegforend

is black. Table[ TV summarizes the results. The proposed adeth
achieved higher performance than the existing method fdoats.

D. Subjective evaluation

We present the results of two subjective evaluations basethe
similarity of each font to the original characters and thpesgrance
of the generated characters. Both subjective evaluati@is warried
out by 14 participants.

The first subjective evaluation is of the similarity betweba gen-
erated and original characters. At the beginning of the subjective
evaluation, we showed the original characters to the ppatnts.
Then, 10 idioms consisting of four characters were disglayiéhe
idioms were made from original characters, characters rgesce

TABLE V
RESULTS OF A SUBJECTIVE EVALUATION OF FONT SIMILARITY TO
ORIGINAL CHARACTERS

Ibara | Gcomic | Onryo | Tsunoda| Zinpen
Originals 4.5 4.8 4.5 4.9 4.9
Saito [28] | 1.1 1.3 1.5 11 1.3
Proposed | 4.3 4.4 4.6 4.3 4.6
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Fig. 16. Examples of test data and answers. (a) Test datanstmwhe

participants. (b) Answers to the test data. Generated cteasaare gray.

of 0.77-0.99. The appearance of the characters generatetieby
method in [28] is far from handmade. In contrast, the redoltthe
proposed method are much lower than those [fof [28]. In pddic
the characters generated by the proposed method for Ibdr@mayo
are close to the original characters. According to the tesit is
difficult to distinguish the original characters and thosmnerated
by the proposed method, even by a human. Therefore, the ggdpo

by the proposed method, or characters generated by the’nc‘ajxislmethOd successfully generated characters with a good epyea

method. We use the mean opinion score (MOS) over the rediies.
participants assigned scores ranging from 1 (bad) to 5 [lextgto

E. Varied font generation
In order to demonstrate the font generation capability af th

the idioms according to their impression of their simikariTable proposed method, we performed a generation experiment 4ith
[Vl summarizes the results. The proposed method receivesrigfonts: four standard fonts used in Windows (Gothic, Meirytincho,
MOSs than the existing method. Moreover, the MOSs of thegeeg and YuMincho), six calligraphy handwriting fonfi$ 5)[(=110) pen

method are relatively close to the originals.

The second subjective evaluation is of appearance. We ahkked
participants to select characters that may have been dedeby
computers. The test data consisted of 150 characters fromfeat,
i.e., 50 characters each from the original charactersgetigeserated
by the existing method, and those generated by the proposttbch
Therefore, the test data consist of a total of 750 characts
[14 illustrates the test data shown to the participants. Wenteal
the number of participants who believed the characters ve baen
generated artificially. Then, we calculated the averagesrammal-
ized the numbers. Tab[e_ VI summarizes the results. A charact
appearance is natural if the value is low and unnatural i$ ihigh.
Natural means that the characters are likely handmade pandtural
means artificial. Most of characters generated by the egistiethod
are classified as generated characters since the resuitstheerange

handwriting font§ Il ) £24), and 15 artificial fohid 28) 3 4Pe fonts
are varied, and include Mincho, Gothic, clerical, antigpersonal
handwriting, professional and handwriting styles. It isrthonoting
that the number of fonts used in most existing methods islsimal
particular, we used a significantly large number of handemifonts,
23. In this experiment, we generated 2,965 characters. Ni&rite
examples of the results in Fif]17. The results are promisTing
proposed method generated clean characters and the stg@achf
font is reproduced.

VIIl. CONCLUSION

This paper focused on the problem of generating characters f
a typographic font by exploiting a subset of a font and a skale
dataset. The proposed method extracts character strokesam
structs characters by selecting and deploying the strakésetskele-
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Generation results of the proposed method and fgaal characters in various fonts. Each row shows one font.

APPENDIX
LIST OF FONTS

TABLE VI
RESULTS OF THE SUBJECTIVE EVALUATION OF APPEARANCE
Ibara | Gcomic | Onryo | Tsunoda| Zinpen
Originals | 0.06 0.02 0.04 0.01 0.01
Saito [28] | 0.96 0.9 0.86 0.98 0.94
Proposed | 0.11 0.09 0.07 0.13 0.08

ton. The proposed method successfully extracts the nastnales
from sample character images. It is worthwhile to emphasiee
importance of stroke extraction from the small nhumber ofrabter
images. The proposed method only requires a font subsetmalbas
15 samples—which is a feasible number of samples to coNgith
such a small subset, the proposed method can generate ridsusia
characters. Sample collection is further eased becausentithod
can extract characters from image formats.

An experimental evaluation was conducted with five charatie
fonts that are difficult to generate with existing methods. &Valuated
the generated characters by objective and subjective a&i@hs;
all results indicated that the characters generated by mpoped
method have a comparable appearance, usefulness, antiligata
the original characters. Furthermore, we carried out thEeements
with subsets of 42 fonts to demonstrate the generative dapab

1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
12)
13)
14)
15)
16)
17)
18)
19)
20)
21)
22)
23)
24)

of the proposed method. In our future work, we will attempt to25)

automatically adjust skeleton samples and conduct expetsrwith
a larger number and greater variation of fonts.

26)
27)

MS Gothic
MS Meiryo
MS Mincho
MS YuMincho
Aoyagi kouzah
Aoyagi reisho
Eishi kaisho
alharahude
Jjetblack

riitf

azukifont
chigfont

gyate
hosofuwafont
KajudenB
KajudenR
kiloji
KTEGAKI
mitimasu
seifuu
setofont
SNsanafon
TAKUMISFONT-B
uzuratont
apjapaneseforith
KFhimaj

ruriird


http://opentype.jp/aoyagikouzanfontt.htm
http://opentype.jp/aoyagireisho.htm
http://www.ac-font.com/jp/detail_jb_007.php
http://deepblue.opal.ne.jp/faraway/font.html
http://sapphirecrown.xxxxxxxx.jp/
http://aoirii.babyblue.jp/font/riitf/index.html
http://azukifont.com/
http://welina.holy.jp/font/tegaki/chif/
http://marusexijaxs.web.fc2.com/tegakifont.html
http://huwahuwa.ff-design.net/archives/35
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http://font.spicy-sweet.com/
http://www.masuseki.com/index.php?u=my_works/121003_mitimasu.htm
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http://slimedaisuki.blog9.fc2.com/blog-entry-2475.html
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