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Big Data Analytics has become 
increasingly popular, not only in 
academia, but also in industrial 

and government applications, which can 
be attributed to the fact that Big Data 
Analytics offers huge promises as well as 
imposes grand challenges in a large 
number of critical real-world applica-
tions such as business intelligence, 
finance, healthcare, climate science, life 
science and cyber security. Data driven 
and data intensive approaches have con-
sidered the Fourth Paradigm [1] in sci-
entific discovery and technology 
innovation in the coming decades. 

The main challenges in handling 
Big Data lie not only in the four V’s, 
namely, huge Volume in amount, high 
Variety in type, Velocity in terms of 
real-time requirements, and Variability, 
i.e., constant changes in data structure 
and user interpretation, but also in the 
approach to understanding data. There-
fore, Big Data calls for a revolutionary 
change in research methodology, and in 
tools to be employed as well.

Computational Intelligence (CI) 
techniques are expected to provide 
powerful tools for addressing Big Data 
challenges, as the main techniques in 
CI, such as evolutionary computation, 
neural computation and fuzzy systems 
are inherently capable of handling vari-
ous amount of uncertainty, which 
makes CI techniques well suited for 

dealing with Variability and Variety of 
Big Data. On the other hand, the other 
two V’s, Volume and Velocity may create 
serious challenges to existing CI tech-
niques. Consequently, new CI tech-
niques need to be developed to effi-
ciently and effectively tackle huge 
amount of data, and to rapidly respond 
to changing situations. It should be 
pointed out, however, that such new 
techniques will not be developed from 
scratch; instead, they are based on many 
on-going research topics scattered in 
different areas of CI research, e.g., 
large-scale optimization [2], many-
objective optimization [3], learning in 
non-stationary environments [4], and 
natural language processing [5–6]. A 
recent review of the use of evolution-
ary computation and other meta-heu-
ristics in optimization of biological sys-
tems has been reported in [7].

To react to the drastic developments 
in Big Data, the IEEE Computational 
Intelligence Society (IEEE CIS) has 
taken several measures, including setting 
up the First IEEE Symposium on Compu-
tational Intelligence in Big Data, which is 
going to be held within the SSCI 2014 
in December 2014 in Florida [8], and 
revising the name of the Technical 
Committee on Data Mining to expand 
its scope to cover Big Data Analytics. 

This special issue of the IEEE Com-
putational Intelligence Magazine is one in a 
series of reactions of the IEEE CIS to 
the boom in Big Data Analytics research 
that aims to publish selected research 

articles presenting most recent advances 
and discussing challenges and opportu-
nities in the application of CI tech-
niques to Big Data. After a peer-review 
procedure, two papers have been 
selected from 12 manuscripts submitted 
to the Special Issue to be present in this 
Special Issue, representing the highest 
quality work on CI techniques in 
understanding Big Data challenges. The 
first paper, titled The Emerging “Big 
Dimensionality” by Zhai et al., discusses 
one of the most important challenges in 
Big Data, namely, the big dimensionality 
CI techniques have to handle in Big 
Data. In the early 1990’s, a classification 
or regression problem having hundreds 
of features might be termed as high-
dimensional. Nowadays, as the paper 
shows, the dimensionality of the bench-
mark problems found in the popular 
machine learning databases has increased 
to millions or even tens of millions. For 
such high-dimensional problems, most 
existing learning methods deem to fail 
and feature selection becomes indispens-
able. The paper continues to review the 
most widely used techniques for feature 
selection followed by highlights of 
major challenges in feature selection. 
Finally, the paper suggests that in a very 
high-dimensional feature space, correla-
tion between the features can be very 
sparse, which may provide a promising 
line of research to follow up.

The second paper, Computational 
Intelligence Challenges and Applications 
on Large-Scale Astronomical Time Series 
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Databases authored by Huijse et al., 
discusses a specific yet important Big 
Data application where CI techniques 
can play an essential role, namely time 
domain astronomy (TDA). The paper 
indicates that astronomical time series 
analysis is characterized by not only a 
huge size, but also highly uneven and 
noisy samples, and imbalance in differ-
ent sample classes. As a result, unsuper-
vised, semi-supervised and active 
learning techniques have been widely 
adopted for solving different problems 
in TDA. Then, the Large Synoptic 
Survey Telescope is presented as an 
example for discussing Big Data chal-
lenges in the context of TDA. Such 
challenges, as also seen in other typical 
Big Data problems range from large 

dimensionality, noise, heterogeneity to 
computationally efficiency.

Both papers are of review nature dis-
cussing the opportunities and promises 
of CI techniques along with challenges. 
They have raised more questions than 
answers, which is actually the aim of this 
Special Issue to trigger a wider range of 
interests in the CI community. 

Finally, we would like to thank Prof. 
Hisao Ishibuchi, the Editor-in-Chief, 
for giving us the opportunity to guest-
edit this special issue. We are equally 
grateful to all authors who submitted 
their work to this special issue and 
reviewers for providing us timely and 
insightful reviews, without which it 
would not have been possible for us to 
produce the Special Issue.
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