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“With the rapid development from 
traditional machine learning (ML) to 
deep learning (DL) and reinforcement 
learning (RL), dialog system equipped 
with learning mechanism has become 
the most effective solution to address 
human–machine interaction problems. 
The purpose of this article is to provide 
a comprehensive survey on learning-
based human–machine dialog systems 
with a focus on the various dialog mod-
els. More specifically, we first introduce 
the fundamental process of establishing 
a dialog model. Second, we examine the 
features and classifications of the system 
dialog model, expound some represen-
tative models, and also compare the 
advantages and disadvantages of differ-
ent dialog models. Third, we comb the 
commonly used database and evalua-
tion metrics of the dialog model. Fur-
thermore, the evaluation metrics of these 
dialog models are analyzed in detail. 
Finally, we briefly analyze the existing 
issues and point out the potential  

future direction on the human–machine  
dialog systems.”

Numerical Spiking Neural P Systems, 
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Tan, IEEE Transactions on Neural Net-
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Digital Object Identifier: 10.1109/
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“Spiking neural P (SN P) systems are 
a class of discrete neuron-inspired com-
putation models, where information is 
encoded by the numbers of spikes in 
neurons and the timing of spikes. How-
ever, due to the discontinuous nature of 
the integrate-and-fire behavior of neu-
rons and the symbolic representation of 
information, SN P systems are incom-
patible with the gradient descent-based 
training algorithms, such as the back-
propagation algorithm, and lack the 
capability of processing the numerical 
representation of information. In this 
work, motivated by the numerical 
nature of numerical P (NP) systems in 
the area of membrane computing, a 
novel class of SN P systems is proposed, 
called numerical SN P (NSN P) sys-
tems. More precisely, information is 
encoded by the values of variables, and 
the integrate-and-fire way of neurons 
and the distribution of produced values 
are described by continuous produc-
tion functions. The computation power 
of NSN P systems is investigated. We 
prove that NSN P is Turing universal as 
number generating devices, where the 
production functions in each neuron are 
linear functions, each involving at most 

one variable; as number accepting devic-
es, NSN P systems are proved to be uni-
versal as well, even if each neuron 
contains only one production function. 
These results show that even if a single 
neuron is simple in the sense that it 
contains one or two production func-
tions and the production functions in 
each neuron are linear functions with 
one variable, a network of simple neu-
rons are still computationally powerful. 
With the powerful computation power 
and the characteristic of continuous 
production functions, developing learn-
ing algorithms for NSN P systems is 
potentially exploitable.”
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“Soft overlapping clustering is one 
of the notable problems of community 
detection. Extensive research has been 
conducted to develop efficient methods 
for nonoverlapping and crisp-overlap-
ping community detection in large-
scale networks. In this article, fast fuzzy 
modularity maximization (FFMM) for 
soft overlapping community detection 
is proposed. FFMM exploits novel  
iterative equations to calculate the 
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modularity gain associated with chang-
ing the fuzzy membership values of 
network vertices. The simplicity of the 
proposed scheme enables efficient mod-
ifications, reducing computational com-
plexity to a linear function of the 
network size, and the number of com-
munities. Moreover, to further reduce 
the complexity of FFMM for very 
large networks, multicycle FFMM 
(McFFMM) is proposed. The proposed 
McFFMM reduces complexity by 
breaking networks into multiple sub-
networks and applying FFMM to 
detect their communities. Performance 
of the proposed techniques is dem-
onstrated with real- world data and the 
Lancichinetti–Fortunato–Radicchi 
benchmark networks. Moreover, the 
performance of the proposed tech-
niques is evaluated versus some state-
of-the-art soft overlapping community 
detection approaches. Results show that 
the McFFMM produces a remarkable 
performance in terms of overlapping 
modularity with fuzzy memberships, 
computational time, number of detect-
ed overlapping nodes, and overlapping 
normalized mutual information.”

Fuzzy Density Peaks Clustering, by Z. 
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IEEE Transactions on Fuzzy Systems, 
Vol. 29, No. 7, July 2021, pp. 
1725–1738.
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“As an exemplar-based clustering 
method, the well-known density peaks 
clustering (DPC) heavily depends on the 
computation of kernel-based density 
peaks, which incurs two issues: first, 
whether kernel-based density can 
facilitate a large variety of data well, 
including cases where ambiguity and 
uncertainty of the assignment of the 
data points to their clusters may exist, 
and second, whether the concept of 
density peaks can be interpreted and 
manipulated from the perspective of soft 
partitions (e.g., fuzzy partitions) to 
achieve enhanced clustering perfor-
mance. In this article, in order to pro-
vide flexible adaptability for tackling 

ambiguity and uncertainty in clustering, 
a new concept of fuzzy peaks is pro-
posed to express the density of a data 
point as the fuzzy- operator-based cou-
pling of the fuzzy distances between a 
data point and its neighbors. As a fuzzy 
variant of DPC, a novel fuzzy density 
peaks clustering (FDPC) method FDPC 
based on fuzzy operators (especially 
S-norm operators) is accordingly devised 
along with the same algorithmic frame-
work of DPC. With an appropriate 
choice of a fuzzy operator with its 
associated tunable parameter for a clus-
tering task, FDPC can indeed inherit 
the advantage of fuzzy partitions and 
simultaneously provide flexibility in 
enhancing clustering performance. The 
experimental results on both synthetic 
and real data sets demonstrate that the 
proposed method outperforms or at 
least remains comparable to the com-
parative methods in clustering per-
for mance by choosing appropriate 
parameters in most cases.”
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“The key challenge of expensive 
optimization problems (EOP) is that 
evaluating the true fitness value of the 
solution is computationally expensive. A 
common method to deal with this issue 
is to seek for a less expensive surrogate 
model to replace the original expensive 
objective function. However, this meth-
od also brings in model approximation 
error. To efficiently solve the EOP, a 
novel scale-adaptive fitness evaluation 
(SAFE) method is proposed in this arti-
cle to directly evaluate the true fitness 
value of the solution on the original 
objective function. To reduce the com-
putational cost, the SAFE method uses a 
set of evaluation methods (EM) with 

different accuracy scales to cooperatively 
complete the fitness evaluation process. 
The basic idea is to adopt the low-accu-
racy scale EM to fast locate promising 
regions and utilize the high-accuracy 
scale EM to refine the solution accuracy. 
To this aim, two EM switch strategies 
are proposed in the SAFE method to 
adaptively control the multiple EMs 
according to different evolutionary stag-
es and search requirements. Moreover, a 
neighbor best-based evaluation (NBE) 
strategy is also put forward to evaluate 
the solution according to its nearest 
high-quality evaluated solution, which 
can further reduce computational cost. 
Extensive experiments are carried out 
on the case study of crowdshipping 
scheduling problem in the smart city to 
verify the effectiveness and efficiency of 
the proposed SAFE method, and to 
investigate the effects of the two EM 
switch strategies and the NBE strategy. 
Experimental results show that the pro-
posed SAFE method achieves better 
solution quality than some baseline and 
state-of-the-art algorithms, indicating an 
efficient method for solving EOP with a 
better balance between solution accura-
cy and computational cost.”

IEEE Transactions on Games

On the Robustness of Stealth Assess-
ment, by K. Georgiadis, G. van 
Lankveld, K. Bahreini, and W. Wes-
tera, IEEE Transactions on Games, Vol. 
13, No. 2, June 2021, pp. 180–192.

Digital Object Identifier: 10.1109/
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“Stealth assessment is a methodolo-
gy that utilizes machine learning (ML) 
for processing unobtrusively collected 
data from serious games to produce 
inferences regarding learners’ mastery 
level. Although stealth assessment can 
produce valid and reliable assessments, 
its robustness over a wide a range of 
conditions has not been examined yet. 
The main reason is its complex, labori-
ous, and time-consuming practical 
application. Therefore, its exposure to 
different conditions has been limited, 
as well as its wider uptake from the 
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serious game community. Nevertheless, 
a framework for developing a generic 
tool has been proposed to lift its barri-
ers. In this article, a generic stealth 
assessment (SA) software tool was 
developed based on this framework to 
examine the robustness of the stealth 
assessment methodology under various 
conditions. In specific, the conditions 
relate to processing data sets of different 
distribution types and sizes (960 data 
sets containing a total of 72.336.000 
data points are used for this reason), 
utilizing two different ML algorithms 
(Gaussian Naïve Bayes Network and 
C4.5), and using statistical models relat-
ing to two different competency con-
structs. Results show that stealth 
assessment is a robust methodology, 
whilst the generic SA tool is a highly 
accurate tool capable of handling effi-
ciently a wide range of conditions.”

IEEE Transactions on Cognitive 
and Developmental Systems

Intrinsically Motivated Hierarchical Poli-
cy Learning in Multiobjective Markov 
Decision Processes, by S. Abdelfattah, K. 
Merrick, and J. Hu, IEEE Transactions 
on Cognitive and Developmental Sys-
tems, Vol. 13, No. 2, June 2021, pp. 
262–273.

Digital Object Identifier: 10.1109/
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“The multiobjective Markov deci-
sion processes (MOMDPs) are sequen-
tial decision-making problems that 
involve multiple conflicting reward 
functions that cannot be optimized 
simultaneously without a compromise. 
This type of problem cannot be solved 
by a single optimal policy as in the con-
ventional case. Alternatively, multiobjec-
tive reinforcement learning (RL) 
methods evolve a coverage set of opti-
mal policies that can satisfy all possible 
preferences in solving the problem. 
However, many of these methods can-
not generalize their coverage sets to 
work in the nonstationary environ-
ments. In these environments, the 
parameters of the state transition and 
reward distribution vary over time. This 

limitation results in significant perfor-
mance degradation for the evolved 
policy sets. In order to overcome this 
limitation, there is a need to learn a 
generic skillset that can bootstrap the 
evolution of the policy coverage set for 
each shift in the environment dynamics, 
therefore, it can facilitate a continuous 
learning process. In this article, intrinsi-
cally motivated RL (IMRL) has been 
successfully deployed to evolve generic 
skillsets for learning hierarchical policy 
to solve the MOMDPs. We propose a 
novel dual-phase IMRL method to 
address this limitation. In the first phase, 
a generic set of skills is learned, while in 
the second phase, this set is used to 
bootstrap policy coverage sets for each 
shift in the environment dynamics. We 
show experimentally that the proposed 
method significantly outperforms the 
state-of-the-art multiobjective rein-
forcement methods on a dynamic 
robotics environment.”
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Training Deep Photonic Convolutional 
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“Deep learning (DL) has achieved 
state-of-the-art performance in many 
challenging problems. However, DL 
requires powerful hardware for both 
training and deployment, increasing the 
cost and energy requirements and ren-
dering large-scale applications especially 
difficult. Recognizing these difficulties, 
several neuromorphic hardware solu-
tions have been proposed, including 
photonic hardware that can process 
information close to the speed of light 
and can benefit from the enormous 
bandwidth available on photonic sys-
tems. However, the effect of using these 
photonic-based neuromorphic architec-

tures, which impose additional con-
straints that are not usually considered 
when training DL models, is not yet 
fully understood and studied. The main 
contribution of this paper is an extensive 
study on the feasibility of training deep 
neural networks that can be deployed 
on photonic hardware that employ sinu-
soidal activation elements, along with 
the development of methods that allow 
for successfully training these networks, 
while taking into account the physical 
limitations of the employed hardware. 
Different DL architectures and four 
datasets of varying complexity were 
used for extensively evaluating the pro-
posed method.”
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Privacy and Artificial Intelligence, by J. 
Curzon, T. Kosa, R. Akalu, and K. El-
Khatib, IEEE Transactions on Artificial 
Intelligence, Vol. 2, No. 2, Apr 2021.
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“While an appreciation of the priva-
cy r isks associated with ar tificial 
intelligence is important, a thorough 
understanding of the assortment of dif-
ferent technologies that comprise artifi-
cial intelligence better prepares those 
implementing such systems in assessing 
privacy impacts. This can be achieved 
through the independent consideration 
of each constituent of an artificially 
intelligent system and its interactions. 
Under individual consideration, privacy-
enhancing tools can be applied in a 
targeted manner to reduce the risk asso-
ciated with specific components of an 
artificially intelligent system. A general-
ized North American approach to assess 
privacy risks in such systems is pro-
posed that will retain applicability as 
the field of research evolves and can be 
adapted to account for various sociopo-
litical influences. With such an approach, 
privacy risks in artificial intelligent sys-
tems can be well understood, measured, 
and reduced.”
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