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Deep learning-enabled device fingerprinting has proven effi-
cient in enabling automated identification and authentication of
transmitting devices. It does so by leveraging the transmitters’
unique features that are inherent to hardware impairments
caused during manufacturing to extract device-specific signatures
that can be exploited to uniquely distinguish and separate
between (identical) devices. Though shown to achieve promising
performances, hardware fingerprinting approaches are known to
suffer greatly when the training data and the testing data are
generated under different channels conditions that often change
when time and/or location changes. To the best of our knowledge,
this work is the first to use MIMO diversity to mitigate the
impact of channel variability and provide a channel-resilient
device identification over flat fading channels. Specifically, we
show that MIMO can increase the device classification accuracy
by up to about 50% when model training and testing are done
over the same channel and by up to about 70% when training
and testing are done over different fading channels.

Index Terms—RF fingerprinting, device identification, MIMO
diversity, deep learning, channel variability, domain adaptation.

I. INTRODUCTION

As the number of wireless devices and networks connected
to the Internet keeps increasing at unprecedented scales, then
so does the attack surface of such networks [1]. Therefore,
the need for automated and zero-touch approaches that can
identify and authenticate devices based on signatures that are
immune to spoofing and replication, as well as lightweight
to be implemented on resource-constrained devices is crucial
to the security and protection of such emerging systems.
As a result, deep learning-enabled device fingerprinting has
emerged as a promising technique for automatically identify-
ing devices on the fly using physical-level features that can
be captured automatically from received RF (radio frequency)
signals and that are difficult, if not impossible, to spoof or
replicate. In essence, these fingerprinting approaches rely on
transceiver hardware impairments, inevitably inherited during
manufacturing, that impair the transmitted RF signals in a way
that provides transmitters with fingerprints that can uniquely
separate them from one another [2].

Although deep learning-based approaches have been proven
efficient in identifying devices from captured RF signals,
multiple studies (e.g., [2]–[5]) indicate that these approaches
suffer greatly when training and testing of the learning models
are done over different wireless channels. In effect, recent
experimental findings reveal that changes in the wireless
channel conditions result in a drop of the device classification

accuracy from 65% to 20% for LoRa data [3] and from 85%
to 10% for WiFi data [6].

There have been some efforts that attempted to overcome
the impact of channel variations. For instance, Sankhe et al.
[2] propose to modify the transmitting chains using software
defined radios in a way that the demodulated symbols acquire
unique characteristics that make the learning models more
robust to channel changes. Elmaghbub et al. [3] leverage the
out-of-band emissions in the band surrounding the original sig-
nal, caused by transceiver hardware impairments, to improve
the insensitivity of device fingerprinting to channel changes.
Using LoRa RF datasets collected using 25 IoT devices and an
USRP B210 receiver [3], they show that the inherent out-of-
band emissions increases the accuracy by 10 to 20%. Restuccia
et al. [4], on the other hand, show that finite input response
(FIR) filters optimized to incur modification to the transmitted
signals to account for current channel conditions can improve
the accuracy from about 40% to 60%. Although these proposed
approaches overcome, to some extent, the channel variability
issue, they require modification of the transmitted signals
which results in increasing the bit error rates. In addition, most
of these require changes to be made at the transmitters’ side.

There has not been much done that exploits MIMO
(multiple-input multiple-output) benefits to overcome channel
variability in device fingerprinting. In [7], the authors have
recently proposed to exploit multi-user MIMO beamform-
ing feedback matrices, computed by WiFi devices and sent
back to the WiFi access point (AP), to extract AP-specific,
interference-free fingerprints. This technique, however, relies
on feedback to be sent by the receiver to the sender, works only
for multi-user MIMO systems, and is intended for identifying
resourceful WiFi APs.

In this paper, we expand the work in [8] and propose to
leverage MIMO diversity to mitigate the impact of channel
variability on deep learning-based device fingerprinting. We
emphasize that this paper is not concerned with the study of
neural network models, nor with which deep learning models
are best suited for RF fingerprinting. Instead, the contributions
of our work lie in exploiting MIMO benefits to mitigate flat
fading in Rayleigh channels, so as to improve the robustness of
deep learning-based device fingerprinting to channel variations
and automate the identification process of wireless devices in
real-world scenarios. More specifically, we show that when
compared to the conventional fingerprinting approach, using
blind channel estimation enabled through combined MIMO
and STBC (Space Time Block Coding) capabilities improves
the device identification accuracy by up to 50% when the
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Fig. 1. Overview of the proposed framework. Dashed arrows show the varying channel pipeline. Red arrows show the traditional SISO approach pipeline.

learning models are trained and tested over the same Rayleigh
flat fading channel conditions, and by up to 70% when training
and testing are done over different channels.

The rest of the paper is organized as follows. Section II
provides a background on MIMO. Section III describes the
device identification technique proposed to mitigate the impact
of channel fading. Section IV presents the MIMO dataset used
in this work. Section V describes the deep learning model
and architecture used in our work. Section VI presents the
results and performance analysis. Section VII presents open
challenges and Section VIII concludes the paper.

II. MIMO DIVERSITY

MIMO is known to improve the Signal-to-Noise Ratio
(SNR) through spatial diversity, and does so by combining
the signals received on multiple uncorrelated antennas to
overcome channel fading caused by multipath propagation [9].
This SNR improvement could be characterized by array gain
capturing the increase in MIMO SNR relative to the single
branch SNR, and by diversity gain capturing the increase in the
slope of the error rate as a function of the SNR [9]. Two types
of diversity could be realized via MIMO. Receive diversity,
which is realized through optimal combination of the received
signals, and transmit diversity, which is enabled through
MIMO’s multiple transmit antenna capability, coupled with
pre-processing or pre-coding capability offered, for example,
through space-time block coding (STBC) techniques [9]. More
specifically, STBC achieves transmit diversity by spreading
information symbols in space using multiple transmitting
antennas and in time through pre-coding [9], [10].

III. CHANNEL-RESILIENT DEVICE IDENTIFICATION

When a MIMO system transmits an STBC signal over a
flat fading channel, each receiving antenna receives a signal
combining all the signals transmitted by all the transmitting
antennas. The contribution of each of the transmitted signals
to the combined signal is a function of the channel condition
observed between the corresponding transmitting and receiv-
ing antennas. As such, the process of estimating/recovering
transmitted signals from received signal information, often
referred to as blind source separation/blind channel estimation,

boils down to determining the channel coefficients relating
each of the transmitting and receiving antenna pair [11]–[13].

In this work, we leverage MIMO-enabled estimation ca-
pability to mitigate the distortions in the RF data caused by
Rayleigh fading to improve the resiliency of device finger-
printing to channel variations and enable zero-touch iden-
tification of wireless devices in real-world scenarios. More
specifically, we consider two blind channel estimation ap-
proaches: MIMO-enabled full blind estimation (MIMO-FBE)
and MIMO-enabled partial blind estimation (MIMO-PBE).
MIMO-FBE [13] blindly finds a closed-form estimation for
the channel coefficient matrix using the orthogonal space-
time block codes (OSTBC) properties and the second-order
statistics of the received signals. MIMO-PBE [11], [12], on the
other hand, partially estimates the channel matrix by showing
that the unknown channel matrix lies in a subspace that can be
determined from the received signal matrix given the STBC
and the number of transmitting and receiving antennas.

We use Tarokh STBC of rate 1/2 with 3 transmitting
antennas and 3 receiving antennas to transmit QPSK symbols
to ensure that the channel matrix is identifiable up to a
single complex ambiguity for MIMO-PBE [11], [12]. A single
complex ambiguity is expected to have a minor effect on
the identification accuracy for MIMO-PBE. Once the channel
coefficients are estimated using MIMO-FBE and MIMO-PBE,
the transmitted signals are first recovered and then sampled
and used for training the deep learning model to be used
for device classification. Fig. 1 depicts an overview of the
proposed framework, showing its components and the different
steps taken during the fingerprinting process, with and without
blind estimation.

IV. RF FINGERPRINT DATASETS

To evaluate the proposed approaches, we used MATLAB
WLAN Toolbox to mimic WiFi-enabled devices. We changed
the hardware impairments parameters of the devices, also
using Matlab modeling, to emulate the impact of such impair-
ments on the generated signals, and generated IEEE 802.11ac
waveforms for each of the simulated devices. In our evaluation,
we considered 20 devices, each having different impairment
levels (IQ imbalance, Phase Noise, Frequency Offset, DC
Offset). These impairments are purposely set slightly different
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TABLE I
HARDWARE IMPAIRMENTS USED TO SIMULATE 20 DIFFERENT DEVICES. DEVICES ARE IMPAIRED WITH THE LOW IMPAIRMENTS SET.

Device Phase Noise Frequency Offset IQ Gain Imbalance IQ Phase Imbalance AMAM AMPM Real DC Offset Imaginary DC Offset
DV1 -60 20 0.08 0.1 [2.1587,1.1517] [4.0033,9.104] 0.1 0.15
DV2 -60.15 20.01 0.1 0.09 [2.1687,1.1617] [4.1033,9.124] 0.11 0.14
DV3 -59.9 20.2 0.09 0.09 [2.1789,1.1317] [4.0933,9.151] 0.1 0.11
DV4 -60.1 20 0.108 0.109 [2.1987,1.1217] [4.1033,9.194] 0.1 0.1
DV5 -60 20.09 0.1 0 [2.1587,1.1717] [4.093,9.094] 0.089 0.1008
DV6 -59.95 20.1 0.12 0.15 [2.1487,1.1117] [4.1033,9.156] 0.1 0.098
DV7 -59.93 20.11 0.11 0.11 [2.1897,1.1237] [4.1133,9.135] 0.111 0.1011
DV8 -60.13 20.099 0.101 0.14 [2.1387,1.1627] [4.1533,9.096] 0.12 0.099
DV9 -59.89 19.9 0.099 0.08 [2.1548,1.1917] [4.09833,9.10056] 0.09 0.0999
DV10 -59.91 19.98 0.111 0.105 [2.1777,1.09874] [4.0987,9.123] 0.101 0.10015
DV11 -60.16 20 0.1017 0.0899 [2.1232,1.0999] [4.0963,9.124] 0.103 0.1006
DV12 -60.09 19.8 0.1003 0.0913 [2.1787,1.1236] [4.1243,9.154] 0.13 0.0996
DV13 -59.99 20.01 0.0999 0.0899 [2.1987,1.1654] [4.0935,9.0956] 0.0999 0.1023
DV14 -60.21 20.12 0.0992 0.0921 [2.1569,1.1326] [4.1253,9.199] 0.1002 0.1040
DV15 -60.11 19.989 0.1008 0.0941 [2.1653,1.09876] [4.1003,9.0988] 0.0.1060 0.099
DV16 -60.123 20.09 0.1004 0.0841 [2.0963,1.1207] [4.1053,9.126] 0.0890 0.0989
DV17 -59.98 20.123 0.1006 0.0.0934 [2.1456,1.1289] [4.1111,9.105] 0.1078 00.0988
DV18 -59.88 20.18 0.1012 0.0863 [2.1496,1.09627] [4.1542,9.1366] 0.1090 0.1010
DV19 -59.898 19.89 0.1007 0.0895 [2.1659,1.1097] [4.0888,9.106] 0.0987 0.1020
DV20 -60.19 19.979 0.0995 0.0911 [2.1967,1.09774] [4.0999,9.0963] 0.101 0.0959

across the different devices so as to mimic devices that have
similar hardware, as this makes the classification task more
challenging and hence can be used to validate the effectiveness
of the proposed approaches vis-a-vis of their robustness to
channel distortions. Refer to Table I for specific details on the
different impairment values used in our evaluation.

For each device, we first collected 5000 frames, with each
frame of size 160. Then we split the real and imaginary parts
of the signal and reshaped the frames as 2 × 160 vectors to
be fed to the input layer of the CNN. The dataset was divided
into 80% for training, 10% for validation and 10% for testing.

V. DEEP LEARNING MODEL AND ARCHITECTURE

We used the convolution neural network (CNN) architec-
ture used in [2] to assess the performance of the proposed
techniques. It consists of two convolution layers and two
fully connected layers. A 2 × 160 input is fed into the first
convolution layer consisting of fifty 1×7 filters and producing
50 features maps from the entire input. The second convolution
layer has fifty 2 × 7 filters, with each filter being convoluted
with the 50-D volumes obtained from the first layer and serve
to learn variations over the I and Q dimensions of the I/Q
samples. The first, fully connected layer has 256 nodes whose
output are fed into the second fully connected layer. Both
the convolution and fully connected layers use the ReLU
activation function to add non-linearity. The last layer of the
CNN is a softmax that yields the classification probabilities.
The Adam optimizer is used to optimize the cross-entropy loss
function evaluated at the classifier’s output.

Note that although CNNs are widely recognized for their
great RF fingerprinting performances and hence are also used
in this work, other neural network models have also been
used. That said, we want to emphasize that this work is not
concerned with the design of new neural network models
for RF fingerprinting, but instead focuses on improving the
robustness of such existing models to channel variations.
Hence, the proposed techniques are orthogonal to the neural
network model used in the deep learning classification.

VI. RESULTS AND PERFORMANCE ANALYSIS

In this section, we assess the effectiveness of the studied
MIMO-enabled approaches, MIMO-FBE and MIMO-PBE, for
mitigating the impact of Rayleigh flat fading on the device
identification and classification accuracy. The achieved perfor-
mances are compared against the conventional SISO (single-
input single-output) approach. We collect data from the 20
simulated WiFi devices, each enabled with a 3 × 3 MIMO
to send QPSK symbols encoded via Tarokh STBC [10] and
impaired with a flat fading Rayleigh MIMO channel. At the
receiving end, the reconstructed signals are sampled and used
for training and testing the CNN-based approaches.

A. Performance Metrics

Two metrics, Testing Accuracy and Testing Accuracy Gap,
are used for the performance assessment. The latter metric rep-
resents the testing accuracy reduction (in percentage) resulting
from using different channels for training and testing. That is,
smaller gaps mean higher resiliency to channel variations. We
varied and studied the impact of the following parameters:

• Average Path Gain (APG) of the Rayleigh fading
channel used during training and testing.

• Maximum Doppler Shift (MDS) of the Rayleigh fading
channel also used during training and testing. MDS is set
to take on two values (0 Hz and 1 Hz) throughout.

• Number of Devices (N) to be identified, which is set to
10 and 20 to study its effect on the accuracy.

• Impairments Set Type capturing the impairment in-
tensity via the standard deviation of the IQ (gain and
phase) imbalances. Low standard deviation values mimic
devices with similar/less distinguishable hardware, while
high values mimic more distinguishable devices.

We considered three impairments set types, Low, Moderate,
and High, where the mean values of IQ-gain and IQ-phase
imbalances are kept the same at 0.1 and 0.09, respectively,
but the standard deviation values are varied as follows:

• Low Intensity: 0.01 for gain and 0.02 for phase.
• Moderate Intensity: 0.055 for gain and 0.011 for phase.
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(a) Testing Accuracy (in %)

(b) Testing Accuracy Gap (in %)

Fig. 2. Impact of APG: Training MDS = 0Hz; Training APG = -10dB;
Number of Devices N = 10; Impairments Set Type = low.
Recall that: Testing Accuracy Gap (Testing APG = x dB) = [Testing Accuracy
(Testing APG = -10 dB) – Testing Accuracy (Testing APG = x dB)] / [Testing
Accuracy (Testing APG = -10 dB)]

• High Intensity: 0.1 for gain and 0.2 for phase.

B. Impact of Channel Path Gain

Fig. 2 shows the testing accuracy obtained over Rayleigh
fading channels, where the CNN models used for all studied
approaches are trained over a channel with APG = -10 dB and
tested over a channel with different APG values, ranging from
-20 to 20 dB. Recall that the Testing Accuracy Gap depicted
in Fig. 2b represents the normalized reduction in accuracy
resulting from a testing APG being different from the training
APG. The caption of Fig. 2 provides a precise definition. These
results allow us to make and confirm three key observations.

Sensitivity to channel variation. First, observe the severe
impact channel fading has on the obtained accuracy of the
conventional SISO method. For example, as shown in Fig. 2a,
when training APG = -10 dB but testing APG = 20 dB, the
accuracy of the SISO method drops from 56% to 22%. This
translates to a reduction gap in the accuracy of about 61%, as
depicted in Fig. 2b. This observation demonstrates the severe
sensitivity of the device identification process to changes in the
channel conditions. This is due to the distortion channel fading
makes on the device fingerprints, making it too confusing for
the learning models to identify the devices.

MIMO versus SISO. Also, observe that the proposed
MIMO-enabled approaches are much more resilient to channel
fading than the conventional SISO approach. For instance,
Fig. 2a shows that when training APG = -10 dB but testing
APG = 10 dB, while MIMO-FBE maintains an accuracy of
92%, the accuracy of SISO drops from 56% to 31%, yielding
an accuracy reduction gap of 45%, as indicated in Fig. 2b.
Also, observe that the proposed MIMO-enabled approaches
show high resiliency even when the testing channel exhibits

severe fading compared to the training channel. This can be
seen from Fig. 2b, which shows a negligible reduction gap in
the accuracy achieved by MIMO-FBE even when the testing
APG reaches 20 dB (with training APG still set to -10 dB).
Note that MIMO-PBE also maintains high resiliency to channel
fading, though not as robust as MIMO-FBE, but much more
robust than SISO. In conclusion, these findings confirm that
the use of blind estimation to find and compensate for the
distortions imposed by channel fading improves the robustness
of fingerprinting to channel condition variations.

Note that when the channel used for testing exhibit lesser
APG (more severe fading) than the channel used for training,
the resiliency of the MIMO-enabled approaches to chan-
nel variations degrades, especially for MIMO-PBE. This can
be seen from Fig. 2b which indicates that when testing
APG = -20 dB (severe fading), the accuracy reduction gaps
for MIMO-PBE and SISO are 49% and 43%, respectively.
However, for MIMO-FBE, the gap is only 8%, indicating a
high channel resiliency of MIMO-FBE when compared to
MIMO-PBE and SISO. This is again because MIMO-FBE uses
samples collected from the received signals that are recon-
structed after estimating the channel coefficients.

Full versus partial blind estimation. The final trend we
observe is that MIMO-FBE outperforms MIMO-PBE. Note that
when testing AGP = -10 dB, MIMO-FBE achieves a testing
accuracy of 92% compared to 81% only for MIMO-PBE.
Moreover, when both approaches are tested on channels with
different testing APG values, MIMO-FBE is more resilient to
channel variations. Note that when the training APG = -10 dB
and the testing APG = 20 dB, MIMO-FBE achieves a testing
accuracy of 91% compared to only 71% for MIMO-PBE.
This decrease in the performance of MIMO-PBE compared
to MIMO-FBE is due to the remained (unresolved) ambiguity
in the estimated coefficients of the channel in the case of
MIMO-PBE.

C. Impact of Maximum Doppler Shift (MDS)

We now consider the dynamic scenario where the relative
speed between the transmitter and the receiver, characterized
by the channel maximum Doppler shift (MDS), changes.
Fig. 3 shows the testing accuracy achieved over Rayleigh
channels when the CNN is trained and tested under two
different MDS values (0 and 1 Hz). Each bin in the figure
represents the testing accuracy obtained by all 3 studied
approaches at a (Training MDS, Testing MDS, Number of
Devices) combination. First, observe that for 10 devices when
the training and testing MDS = 1 Hz, the testing accuracy for
all 3 approaches is about 65% compared to 92%, 85%, and
44% for MIMO-FBE, MIMO-PBE and SISO when the training
and testing MDS = 0 Hz. This result indicates the severe
effect of the MDS on the RF fingerprinting accuracy even
when the same MDS value is used for training and testing.
Second, observe that for 10 devices, when the training MDS =
0 Hz (static scenario) but the testing MDS = 1 Hz, the testing
accuracy for MIMO-FBE, MIMO-PBE, and SISO decreases
from 92%, 85%, and 44% to about 30%. The result shows
that although the MIMO-enabled approaches can mitigate
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Fig. 3. Impact of MDS. Training APG = Testing APG = -20 dB.

Fig. 4. Impact of IQ Imbalances. Training APG = Testing APG = -20 dB.

the channel fading effect, they fail to mitigate the effect of
the relative speed between the transmitter and the receiver.
Third, observe that increasing the number of devices to 20
while considering the dynamic scenario emphasizes the severe
impact of MDS on RF fingerprinting. For instance, for 20
devices, when the training and testing MDS = 1 Hz, the testing
accuracy for MIMO-FBE approach decreases to 24% and both
the MIMO-PBE and the conventional SISO approaches are
randomly guessing the devices’ identities.

D. Impact of the IQ Imbalance Intensity

Fig. 4 shows the impact of the impairments intensity by
considering the three IQ imbalance intensity levels shown
in Section VI-A: Low, Moderate and High. First, consider
the case when the number of devices is 20. Observe that as
the impairments intensity increases from Low to High, the
accuracy achieved under MIMO-FBE increases from 64% to
90%, whereas those achieved under MIMO-PBE and SISO
remain about 28% and 15%, respectively, with no improve-
ment over the Low impairments level. These findings show
that MIMO-FBE outperforms MIMO-PBE and SISO. Recall
that with the Low intensity level, devices tend to have
similar impairment values, making them less distinguishable
from one another, which explains why MIMO-FBE performs
better under High intensity level. As for the superiority of
MIMO-FBE to MIMO-PBE, this can be attributed to the
remained ambiguities in the channel matrix when estimated
by MIMO-PBE. That is, the reconstructed signals used for
classification are more affected—and hence the impairments
are more profoundly overshadowed—by fading.

Fig. 4 also shows that when the number of devices in-
creases from 10 to 20 while keeping the same intensity level
(Low), MIMO-FBE accuracy decreases from 92% to 64%,
MIMO-PBE accuracy decreases from 85% to 28%, and SISO

accuracy decreases from 44% to 15%. The figure also shows
that despite the degradation in the accuracy, when the number
of devices is doubled, both MIMO-FBE and MIMO-PBE still
outperform SISO, indicating the success of MIMO in mitigat-
ing the channel effect. Since fading results in signal distortion
that overshadows the device fingerprints, a higher number of
devices makes the fingerprints (feature vectors) closer to one
another, thereby creating more confusion to the classifier and
yielding lower identification accuracy.

VII. UNSOLVED RESEARCH CHALLENGES

As shown in this paper, MIMO capabilities are proven to
boost the device fingerprinting and identification resiliency
against fading and channel condition variations. However,
there remains key challenges and open research questions that
need to be addressed. These include:

• MIMO capabilities do not mitigate the impact of the
relative speeds between the transmitters and the receiver.
For instance, for crowded indoor environments, where the
MDS values could exceed 30 Hz at 3.6 GHz, device clas-
sification and identification approaches still suffer from
severe accuracy reduction [14], and hence addressing the
MDS effect on device fingerprinting remains unsolved
and requires further investigation.

• Deep learning-enabled device fingerprinting still do not
scale well, as the classification accuracy degrades as
the number of devices increases. Developing approaches
that leverage MIMO and other technologies to overcome
scalability issues still needs research attention.

• Another untouched issue of great importance is the
degradation of fingerprinting accuracy over time due, for
instance, to hardware aging as well as variation of other
conditions like temperature, which are expected to change
over time, and so does their impact on fingerprinting ac-
curacy. This has not been discussed in prior fingerprinting
works, and it is thus crucial to determine how robust the
classification models are to such changes.

• Device fingerprinting systems could be targeted by attack-
ers who leverage inexpensive software defined radios to
generate a handcrafted optimal attacker signal that inter-
feres with the device RF signal to cause device misclassi-
fication. Attacks targeting machine learning models that
are based on generating stealth perturbations to the neural
network inputs are widely discussed in various contexts,
like computer vision [15]. However, the feasibility of such
attacks in the RF fingerprinting context and how to secure
against them remain open research problems.

VIII. CONCLUSION

In this paper, we proposed deep learning-based MIMO-
enabled RF/device classification approaches that aim to over-
come fading issues in Rayleigh channels. We showed that
MIMO capabilities can help mitigate the wireless channel
effect and improve the device fingerprinting and identification
accuracy in Rayleigh flat fading channels. We also showed that
although MIMO capabilities could increase the resiliency of
these device fingerprinting approaches against channel gain
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variation, they could not overcome the effect of mobility
between the transmitters and the receiver. The paper also high-
lights some of the key open issues that deep learning-based
device fingerprinting still faces, including device scalability
and machine learning model security.
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