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Abstract

We are interested in the design of physical layer (PHY) aware MAC fibiosganized, low power, low data rate impulse-
radio ultra-wideband (IR-UWB) networks. In such networks, ene@ysumption is much more of a concern than the achieved
data rates. So far, a number of different architectures have bepoged for IR-UWB, but in the context of rate efficiency.
The choices made for rate efficient designs are not necessarily dptinem considering energy efficiency. Hence there is
a need to understand the design tradeoffs in low rate operation. Our ainpiedent the different design alternatives, to
evaluate their suitability and assess their costs and benefits for networksenjtiow energy consumption. We identify the
four main functions a PHY-aware MAC design has to provide: (1) interfee management, (2) access to a destination, (3)
sleep cycle management, and (4) signal acquisition. Then we presemi-axhaustive list of the many possilieilding
blocksand use it to analyze the design choices that existing proposals makiy, Fisareview the performance implications
of these design choices with respect to a very low power ultra-widebatvebrking architecture.

1. INTRODUCTION

Emerging pervasive networks assume the deployment of langebers of wireless nodes, embedded in everyday life
objects. In this type of networks, the focus is rather on mining energy consumption than maximizing rate. Theretexis
numerous possibilities to implement a PHY-aware MAC degsarlow-rate, low-power UWB networks. Hence, there is a
need to understand the design and implementation tradeoffs

In traditional designs, there is a clear frontier betweem tredium access control (MAC) layer and the physical layer
(PHY). The MAC layer primary goal is to coordinate accessh physical layer and to ensure that interference is limited
to an acceptable minimum. Also, the MAC should permit nodesl¢éep when no data communication is necessary. The
physical layer is responsible for the actual transmissioimformation bits between the nodes that should commueidat
also controls rate and power of the transmission. In gentrate is no interaction between the two layers and the MAC
layer has no control over the power or rate used by the pHhyisiger.

In PHY-aware MAC designs, the MAC has access to some or alhefphysical layer parameters. Interference does
not need to be completely prevented, but it needs to be mdn@getion 2). For example, the rate or the power can by
dynamically adapted to the level of interference. Examplesuch schemes for UWB are [3] and [7]. In [7], rather than
preventing interference, sources adapt their rate sudhthiba destination can sustain the interference.

A very fundamental design decision is, whether to allow rfiet®nce (i.e., permit concurrent transmission within the
“same area”) or to enforce mutual exclusion. Also allowiagdom access or imposing some form of super-frame structure
within which transmissions have to occur, whether to usegvaventrol, and how to coordinate nodes such that many of
them can sleep are important design decisions. Many of thessiderations have implications on the physical layer as
well as the MAC layer. And as demonstrated in [3] and [7], a P&are MAC protocol can significantly improve the
performance.

We concentrate on large self-organized networks and doduveas the case of Wireless Personal Area Networks (WPAN).
We focus here on UWB impulse radio (IR) physical layer systéantow data-rate (LDR) applications. These systems make
use of ultra-short duration<{ 1ns) pulses which yield ultra-wide bandwidth signals chimared by low duty cycle+ 1%)
and extremely low power spectral densities [14]. The midtgccess interference (MAI) for such systems, unlike avair
band systems, is caused by “collisions” occurring betwegisgs belonging to different simultaneous transmissiding
digital information to be transmitted may be encoded by giginlse position modulation (PPM) and/or binary phase shift
keying (BPSK). UWB-IR systems are especially attractive fBIR wireless communications as they potentially combine
low power consumption, immunity to multipath fading anddtion/ranging capability. A complete design targeting energy
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efficiency should also consider energy efficient routing [9bwever, for reasons of brevity we do not consider routimg i
this paper. We also do not consider ranging.

2. AN INTEGRATED VIEW OF THE PHYSICAL AND MEDIUM ACCESS CONTROL AYERS

A PHY aware MAC layer globallynanageghe interference and medium access on a shared communichtimnel. The
main goal is to maximize the overall lifetime of the netwo8kill there is the complementary goal which is to maximize
the rate offered to each node while possibly remaining faia IPHY-aware MAC, the following set of functions must be
provided:

e Interference managemera source carcontrol the interference it creates by controlling the transmit @owr the
time when a packet is transmitted, or it cadaptto the existing interference (by reducing its rate to pemeiiable
reception at the destination).

e Access to a destinatiomve assume that a node can either send or receive from oneesdivus, an exclusion protocol
is necessary to enforce that only one source communicatéstivé destination. Thigrivate exclusion protocol only
involves the potential sources and the destination. Thiseisvould not exist in a centralized network with a basestati
using multiuser detection [13].

e Sleepingalthough not strictly required, it is obviously necessiara low power context. There is an important tradeoff
between long sleep cycles that permit to efficiently savaggnand short cycles that facilitate communication and
improve responsiveness.

In addition, we also considesignal acquisition this function belongs to the physical layer, but its perfance is impacted
by design choices of the PHY-aware MAC layer. It consistsanfugring the timing and code synchronization of the source,
in order to detect whether the node under consideration @grthe set of intended destinations. Typically, when arptda

is sent, channel estimation is performed as well. Signaliigdtn can be critical for UWB-IR systems in dense multipat
environments, since the signal energy is spread over devatlas, making their detection challenging, especiallythia
presence of noise and other interfering users.

A. Available Building Blocks for a PHY-aware MAC

In the following, we list a set of building block that can beedsto implement the functions described above.

a) Rate control and adaptatior©ften, the transmit rate is adapted as a function of the alamamdition (essentially the
attenuation) between the source and the destination. Howtae rate can also be adapted as a function of the intadere
created by other devices in the network.

Rate control can be done by controlling the modulation gries time-hopping spreading gain, or the channel code rate
used at the physical layer. The rate is normally adapteddbasefeedback from the destination. This feedback is based
on statistics gathered at the receiver either in a pre@iaivin a reactive manner. For the former, a source insertsof pi
symbol in a packet and the channel is measured at the redsiged on the received pilot symbol. For the latter, the vecei
typically looks at local statistics such as the likelihoadigs at the output of the receiver.

Note that rate control involves no nodes other than the sedestination pair.

b) Power control:the transmit power can be adjusted to keep the signal to naiie(SNR) at the destination constant,
or to minimize the amount of interference created on thehimg.

Contrary to rate control, power control requires interattivith other devices in the network. If a source increases it
transmit power, it will create more interference on conentreceivers. Hence, a source needs to know not only themaini
power required by its destination to ensure proper signtdatien and decoding but also the maximum interference that
ongoing transmissions in the vicinity of the transmitten castain.

¢) Mutual exclusion: A mutual exclusion protocol prevents nodes from transngttat the same time. It is often
implemented by control packet signaling. Hence, the nurobendes affected depends on the transmit power of the dontro
packets. For example, the RTS-CTS handshake procedure2df Bimplements mutual exclusion.

Mutual exclusion is an effective way to reduce interferesee it prevents concurrent transmissions. Most prosocol
use mutual exclusion to manage interference. However, ashew in Section 3.3.3, exclusion is not always necessary.

d) Single channels versus multi-channel protocdts:a multi-channel protocol, the transmission medium isasafed
into several orthogonal (or quasi-orthogonal) transraissihannels. Since parallel transmissions can occur, thexeclear
advantage in terms of rate increase. Still, a potentialddaatage is that it becomes impossible to overhear traggmis
from other active nodes on other channels.

By definition, two signals that send concurrently on two ogibnal channels will not or almost not interfere depending
on the level of orthogonality. Orthogonal channels are iehewith a pulse based UWB physical layer thanks to time-
hopping [14]. Note that for the channels created with timeging sequences to be perfectly orthogonal, a very aacurat



synchronization is required among transmitters and theiesezps need to be non-overlapping and aligned in time. Other
possibilities are to separate the bandwidth into orthoysab-bands. Quasi-orthogonal and orthogonal channe&sénitly
solve the traditional hidden-node terminal problem pregesingle-channel protocols. Still, in the case of quasivogonal
channels, appears the issue of tiear-far effect. When an interferer is relatively distant from a reeei the occasional
interference due to the non orthogonality is often neglailblowever, when the interferer is much closer to the regeiv
than its associated transmitter, the interference crdaedmes non-negligible for the receiver. Depending on Hréqular
physical layer at use, the near-far effect can have moressrifapact.

e) Multi-user reception techniquedith a single user decoder, all signals apart from the oneirmgritom the user
are considered to be noise. With a multiple-user receivgnats coming from several users can be successfully regeiv
a joint manner. For example, in case of a near-by, strongfars, the interfering signal can be decoded, subtractad,
the total noise can be greatly reduced.

As such multi-user detection is potentially very attragtitiowever, this procedure generally necessitates to heaety

synchronized with all the sources we wish to decode andduribre to know all their transmitted signal charactersstic
In addition, the complexity of the decoding operation isessively high. Nevertheless, thanks to the particularcsire
of pulse based time-hopping UWB signal, there exists sewarbbptimal techniques that are still worth considering. In
particular it is possible to take advantage of the infrequrature of collisions at the pulse level [7]; a receiver catingate
the average received energy from it current source. A pudision with a strong interferer can be easily identifiedcs
the received energy is then much higher. The resulting vedesymbol is then replaced by an erasure symbol and the loss
of information due to erasures are recovered by the erraecting code.

f) Random access or scheduled acceRsndom access is straightforward to implement in its sistplerm which
is Aloha. However, at high utilization, the throughput beas extremely low. As such, random based access protocol are
often improved with some of the following components:

e Carrier-sensing is a mechanism that permit to avoid senalinipe channel is its already busy. Note that carrier sensing
is impossible with UWB physical layers, since there is noiear©One possibility to emulate carrier sensing with UWB
is then to actively decode. This is especially complex in @voek with multiple time-hopping sequence, since a node
has to sense for all possible time-hopping sequences.

e A back-off procedure with timer management used to resatedifsions.

e Hand-shake procedure where nodes exchange RTS/CTS paf&et bach transmission to reserve medium access for
data transmission. RTS/CTS are still transmitted usingloanaccess. However, these packets are much shorter than
data packets, hence the performance penalty in case ofisi@olis lower. Such a hand-shake procedure can be private
between a source and its destination or can involve moresnode

Random access is typically used in ad hoc network since iires) none or very few coordination among nodes.

The other possibility is to used centralized schedulinge @nde, a coordinator, decides in each slot which nodes are
allowed to send during that slot. It can allow only a singlel@do transmit (TDMA), or it can allow multiple transmissgn
if they do not interfere significantly. A coordinator can bbase station, or an arbitrary node elected by a networkoftih
this approach is more efficient from medium access point @fvyit is very difficult to implement in large, self-organize
networks where not all nodes can hear each others.

g) Time-slotted transmissiorBlotted transmission can reduce interference (as in Alohahprove power saving since
a node can sleep during unused slots. It also facilitatemb@equisition. Synchronizing slots on the nano-secend!l(fine-
grain synchronization) required for signal acquisitiopd@ssible only in a centralized scenario with a single bastes. In
our decentralized model, such a level of synchronizatiomotbe achieved due to the different propagation times dxtw
nodes. Still, the time slot structure provides a coarse laymization. From this coarse synchronization, signalu#giton
can be performed much more efficiently than without any timmemon reference.

h) Sleeping protocols: long preambles versus periodic beang: Letting nodes sleep is the most effective way to
conserve energy in a wireless network. However, this reguér mechanism that allows nodes to be contacted even though
they might be sleeping from time to time.

We consider two types of sleeping protocols. One is slottedl the other is unslotted. Slotted schemes assumes there
is a dynamically elected coordinator that periodically dséeacons (we do not discuss how to elect a coordinator). This
beacon provides a coarse-level synchronization and derogtart of a superframe. A superframe comprises of two.parts
The first part is a reservation part. During that part sendarsounce transmission requests and receiver listen fgethe
requests. The actual packet transmissions take placegdtivensecond part of the superframe. A receiver can then sleep
for most of the second part, except for the periods when thewrced transmissions will occur.

In the unslotted approach, each receiver wakes up accotdiitg own schedule. A transmitter that wants to transmit to
a certain receiver first needs to learn its schedule. Tygjcal order to learn a schedule, a transmitter has to tranami



preamble for the maximum sleep time. The destination is Rumake up some time in between, will receive the preamble
and then stay awake to receive the actual data packet afterwa

i) Centralized architecture:A design choice for all the above possibilities is to have By fdecentralized versus
master-slave architecture where the network consists efarrseveral subnetworks, each controlled by a coordinator.

B. How and what are the building blocks used in existing desig
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BUILDING BLOCKS USED BY EACH PROTOCOLS FOR INTERFERENCE MANZEMENT (I), ACCESS TO A DESTINATION(A) AND
SLEEPING MODE(S)

We now present a classification of several proposed desigdseaisting standards. For each of the four functions
previously described in Section 2 we analyze which builditacks were used and how they were used. We summarized
the results in Table I. We do not limit ourselves to UWB desiginge many of their concepts are borrowed from narrow-band
designs.

e The Aloha protocol is the simplest design where interfeeefand access to the same destination) are not managed at

all.

e The 802.11 protocol [5] is based on CSMA-CA with an option@SRCTS mechanism. Several different transmit rates
coupled with an automatic repeat request (ARQ) mechanikw #ihe MAC to adapt to the channel condition between
the source and the destination. Furthermore, the 802.Bhuatd [6], an evolution of the 802.11a standard, performs
transmit power control in order to reduce interference.

Nevertheless, interference management and access toinatlest are based on mutual exclusion, with a narrow-
band physical layer a collision is destructive and must bedmd. The impact of mutual exclusion depends on the
RTS-CTS mechanism and the carrier sensing threshold. Toleeséeeping, the access point broadcasts beacons that
permit devices to easily and regularly switch to doze modehé case of an ad hoc mode configuration, each devices
broadcasts its own beacon. It is then up to a source to listehet beacon of a wanted destination.

e Multi-channel designs based on 802.11 such as [12] takentatya of the several channels available for 802.11 networks
to operate in. Hence, interference is managed by orthogdrainels and exclusion (in case two nodes use the same
channel for their transmission). Access to a destinatioenferced using a modified RTS-CTS procedure happening
on a dedicated control channel.

e Bluetooth (or IEEE 802.15.1) [6] is based on a piconet pgmadivhere any communication occurs in a master-slave
fashion. Bluetooth is a slotted protocol where only one ncale transmit in any hopping slot. It uses neither rate nor
power adaptation. For sleep management, the centralizédlatied structure permits nodes to easily sleep and wake
up when necessary.

e 802.15.4 (Zigbee) [1] is a single-channel protocol base@8MA-CA (with an optional RTS-CTS mechanism) for a
narrow-band physical layer. The protocol supports two afxeg modes: (1) a so-called beacon-enabled mode where
the network is organized as a slotted piconet. A piconetdinator periodically broadcasts beacons (note that ang nod
can operate as a piconet coordinator). Access inside a gie¢muses exclusion and is arbitrated through CSMA-CA.
(2) A distributed mode where communication occurs on a goifioint basis using CSMA-CA for medium access
control.



With (1), interference is managed entirely by exclusionhwitie help of a slotting procedure. Access to a destination
is ensured by the optional RTS-CTS procedure or relies olision detection and a backoff mechanism. Sleeping
management is similar to that of Bluetooth.

e Power controlled CDMA based design (CA-CDMA) [8]: inheréntevery direct sequence CDMA based designs is
the need for power control. Even when orthogonal sequeneesised, transmissions may interfere with each other
and are subject to near-far effects due to the asynchrgrotithe devices.

Hence, interference is managed by a combination of mutudlision, power control and pseudo-orthogonal channels.
Any attempt to communicate starts with a handshake betwleersaurce and its potential destination on a control
channel. If no admissible power is found, the data trangorisdoes not occur. As in [3], mutual exclusion has a
variable impact depending on how much a destination caraisustterference. Devices use CTS-like packets on the
control channel to communicate their power margin. For @mikeceiver, the smaller the power margin, the larger the
number of nodes prevented from transmitting concurrenthyad the receiver.

We now present several existing designs for UWB physicalriaye

e The MBOA MAC is very similar to 802.15.4 and emerged from theanclusive effort of the IEEE 802.15.3a group
working on a UWB physical layer for the IEEE 802.15.3 protdcdlhe main difference is that there is only one
operating mode, a beacon based one, with slotted accesswedrebeacon transmission.

e A joint power and rate controlled design for an UWB physicaieia in [3], the authors solve a joint power and rate
link assignment problem. Based on the solution to the optoptimization problem, the authors propose a suboptimal
distributed algorithm.

Interference is managed by a mixture of mutual exclusionadgpting the transmit power as well as the rate and by
taking advantage of the pseudo-orthogonal channel dueni-hiopping sequences. If after the distributed handshake
procedure, there exists no satisfying power and rate asggt) no data communication occurs (exclusion). The number
of nodes affected by mutual exclusion is variable. For evecgiver there exists an interference margin, which inda

by how much the interference can increase without destgotfie ongoing transmission. The smaller the interference
margin, the larger the number of nodes prevented from sgndiacess to a destination is enforced by the same
RTS-CTS type of handshake that is used for finding the powedrrate assignment.

e With UWB? [4], interference is managed by pseudo-orthogonal charared access to a destination is managed by a
handshake procedure. Whenever a device wants to talk to iaysartdestination, it starts an RTS-CTS exchange on a
common channel. If the destination is not busy, it answerthercommon channel and includes a particular dedicated
time-hopping sequence in the CTS packet. The subsequentrdasmission uses the particular time-hopping sequence
proposed in the CTS packet.

e DCC-MAC [7] is a design based on theoretical results fron].[lfQuses rate adaptation but no power control. It proposes
to use interference mitigation (erasure of pulses that ailkabove the expected received power). It further builds on
the fact that mutual exclusion is not needed in the case ahe-tiopping UWB physical layer. Hence interference is
managed by rate adaptation, pseudo-orthogonal chanmelggtihtime-hopping sequences and a suboptimal multiuser
type of receiver. DCC-MAC was designed to avoid the need foortrol channel. As such, the problem of access to
a destination is managed by a subtle control of timers anefudanse of time-hopping sequence.

3. PERFORMANCEANALYSIS OF DIFFERENTDESIGN CHOICES

In this section we formulate several important design agdt®iand we analyze their performances. We first define
performance metrics and energy models that we will use inathm&lysis. The remaining assumptions are summarized
in Table II.

A. Performance Metrics

An important issue in choosing a performance metric is &fm If one bases a metric solely on efficiency, it may favor
very unfair network designs where a few nodes may receive mes, or may use up their energy much earlier than the
rest of a network. Hence, we use log utility performance mgtrwhich are known to achieve a good tradeoff between
efficiency and fairness [10]. We choose metrics consistdtit the goal of maximizing network lifetime while keeping
rates as high as reasonably possible. Thus our metrics atbgsum of logs of node lifetimes and (2) the sum of logs of
average flow rates.

2The UWB physical layer used by MBOA is not based on impulse radio but eultiband radio.



Topology | Randomly distributed on a 20m x 20m square. Links are chosen randomly
Load Models| (1) regular sensor readings (very predictable communication patteenewnodes individually
regularly send out sensor readings)
(2) emergency case, bursty (traffic due to an emergency situatsuiting for example in network
flooding)
(3) emergency case, delay sensitive (isolated, non predicted, butxgent data, for example
for shutting down a life threatening device)
Physical Tayer parametefsPulse repetition period® RP = 1000 chips, chip duratiorf. = I ns, Energy per pulsé&, =
0.2818 mW
Channel model fading and multipath according to the 802.15.4a model

TABLE I
MODEL ASSUMPTIONS FOR THE PERFORMANCE ANALYSIS

B. Energy Consumption

We take advantage of the structure of the physical layer fme&l@ chip-level model of energy consumption. During a
chip, the physical layer can either transmit a pulse, recaipulse, perform signal acquisition, be in an active-citest
or sleep. The active-off state occurs due to time-hoppingefiWVa node is in between subsequent pulse transmissions or
receptions, energy is consumed only to keep the circuit petveip but no energy is used for transmitting or receiving
pulses.

Hence, to model the energy consumption, we break it down tsider the energper chip for each state. Since it is
difficult to give exact numbers for each of those states, veerelative values normalized to the energy for pulse trassion.
These values are given in Table 3¢2; is the cost for transmitting a pulse angd,. is the cost when receiving a pulse. Since
the same transceiver elements are used for signal acquisitid reception, the acquisition energy consumption & edgial
to ¢.... The cost in the active-off state g, and the cost while sleeping is negligible compared to tragsion or reception.

In Table 3.2, we consider four scenarios to investigate riygact of reception being more costly than transmission ds we
as active-off being less costly than transmission and temep/Ne assume it takes b6 for signal acquisition when coarse

| ‘ itz | qra | GQao |
Model 1] 1 1 1
Model 2| 1 5 1
Model 3| 1 1 |05
Model 4| 1 5 105
TABLE 11l

VALUES OF POWER QUANTA FOR THE DIFFERENT MODELS USED IN THE EVAJATION. VALUES ARE BASED ON BEST GUESSES
OBTAINED BY INTERVIEW OF IMPLEMENTERS

and fine synchronization are required. When only fine syndhation is necessary, we assume:&0
For example, the energy consumption to receive a packet dofbifes (plus a preamble of 20 bytes) is (we use the
parameters in Table 1120-8- PRPg,, +107- 8¢, +107-8- (PRP —1)¢qo = 20-8-1000¢,; + 107 - 8¢, + 107 -8-999¢4,.

C. Design choices

In the following, we analyze a number of claims on design dcdf$, either by review of the literature, or by ad-hoc
analysis.

1) Power adaptation is not neededifferent power adaptation strategies for low-power UWBwwk are discussed in
[11]. One of the analyzed power adaptation strategies iMBMR. whenever a node transmits data, it transmits with the
maximum allowed transmission power. It is shown that angifda rate allocation and energy consumption can be aathieve
with this simple power control strategy, hence power adaptas not needed. An intuitive explanation lies in the fewit,
since the signal to interference plus noise ratio (SINR)as-linear in interference, when increasing the transmivgroof
a node, this has more effect on increasing the received Idilgaa on increasing interference on other nodes. Thergfore
is more beneficial for a node to transmit with maximum powed arhigh rate to finish a transmission quickly and then let
other nodes transmit, rather than use a low power, whictopgd the duration of the transmission. Transmission posver i
only a fraction of the total power consumed to send and recagipgacket. In the above model, only the transmitted power is
modeled. If we consider total consumed power, it becomes mare beneficiary to transmit with maximum power. When
the power is high, the rate is high as well, and the transorssime is short. This way, we use the circuits for a shorter
period of time, and we further decrease consumed power.



An important assumption in the above results is that theadggptation and mutual exclusion protocols are optimals Thi
is not always the case. When it is not true, the conclusionsotimecessarily hold. However, the results suggest that powe
adaptation beyond 0/PMAX is not needed.

2) A suboptimal but simple form of multi-user detection carbbneficial: Optimal multiuser detection is an efficient way
to manage multiple access, however it remains currentlyactjral, especially for low-complexity devices. Nond#ss,
there are clearly benefits in a sub-optimal solution suchmi@sference mitigation as proposed in [7]. It consists iolaeng
as erasures the outputs of the RAKE receiver that are abalbyrhigh. Its effect remains important even in a non line-of
sight, multipath environment. It greatly alleviates théeef of one or several near-far interferers on a receiver.

3) Mutual exclusion is not needed when interference mitigas applied: Even with very low power, in case of near-far
scenarios (interferers close to a non intended destinatiomay seem desirable to enforce some form of mutual eiatus
However, if interference mitigation is applied, we may haolpat a large part of the interference is eliminated. In tieistion
we investigate whether mutual exclusion is needed whemfém&ce mitigation is present.

We first consider the rate metric. We assume each activeverckas a mutual exclusion region of radiuground it.
During reception, no node inside the exclusion region ievad to transmit. We vary the value ofand for each value
we find the mutual exclusion strategy that satisfies the si@huregion constraints, and that maximizes the metric. Wt p
the average rates achieved in the optimal cases for differen Figure 1, on the left. As one can see from the figure,
it is optimal to let all nodes transmit concurrently at athés. The main reason why we do not need mutual exclusion
is interference mitigation. Without interference mitigat, the optimal exclusion region size is approximately 2tere
However, with interference mitigation we successfullyrétiate interference from nearby nodes, and there is no nexd n
for exclusion. At the same time, we benefit by allowing conent transmissions and increasing spatial reuse.
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Fig. 1. 20 nodes (10 links) are randomly placed on 20m x 20m squah Enhk has to achieve a minimum rate of 100 khpsaxis:
sizer of the mutual exclusion region. Rate constraints are low enough suckth#hatan be satisfied even with large exclusion regions.
Left: average network rates, as a fraction of rates achieved whes @éhemo exclusions. Right: average network lifetime for different
again relative to the average network lifetime when no exclusions arecedf¢ = 0). The results are shown for load model 1; similar
results are for load models 2 and 3.

The story is different for the lifetime metric. When rate cwaits are low, each node transmits only during a small
fraction of time. It is then obvious that the energy is mirged if there is no interference. We evaluate the optimasing
numerical simulations. The results are depicted in Figurerlthe right. We see that with largewe can only slightly
increase the lifetime of the node. The interference miigatgain handles most of the interference, and there is Bd ne
to implement an exclusion protocol.

4) Rate control is neededf the rate (thus modulation and coding) is fixed to some fiirdd value, this value has to
be small enough to be feasible on long links. This in turn isgeothe same small rates on short links, which is highly
inefficient from a rate or lifetime viewpoint. If transmissi rates are low, packet transmissions last longer, and er@ey
is consumed to keep circuits running. We can thus concluder#ite control is needed.

5) What is the optimal rate adaptation method R discuss two different rate adaptation techniques. Opeoiactive:

a transmitter sends a pilot signal before every transmisgicestimate a channel. The other one is reactive: a trarmsmit
estimates a channel using feedbacks from previous traggEmss

A major benefit from a predictive approach is a more accurhsmigel estimate. Its channel estimate is more recent, as
it comes from the pilot. In the reactive approach, it comesnfthe previous packet, which was not necessarily very tecen
However, the pilot estimate is not always helpful. If an iféeing transmission starts after the pilot, but during gaeket



transmission, it will not be detected. The rate will be addpb the state of the channel without interference, and kepac
loss is inevitable. Similar effects may happen due to fashaokel fading.

The predictive approach is needed only if there is a long @digtween consecutive packets. In this case, the channel
might have changed completely (e.g. due to mobility), arid ieneficial to estimate the channel before transmittingo A
the predictive approach is useful when it comes for freenathe case of protocols with RTS/CTS-like handshake. If the
time between consecutive transmissions is short, theiveaapproach can provide an accurate channel estimategUsin
incremental redundancy further decreases the performaermaity of a wrong channel estimate [7].

6) Slotted sleeping is better than unslotted if occasionakts need to be supportedAs described in Section 2.1, we
consider two sleeping protocols: slotted and unslotteceyTare depicted in Figure 2. In the slotted case, a reservatio
window is at the beginning of a superframe and each node kiitawstarting time. In the unslotted case, if a transmitter
wants to transmit to a destination, it first needs to leardistening schedule.

Beacon Reservation Window Data Window Sleep
Reservation Slot Data Slot
K—M K—y%
- | 2 - 2
Coordinator | Send on common S K] P S| @
L] o |- acket 2 L= B
and Sender code RTS 2 & 8 & Beacon
Ty T¢| Trrg Tr| Tor T¢ Tpata T¢| TaAck
TsF
= | 2 = 2
Receiver Detectcommon | § | © 9 Q
code § 2 cTS § g Ack
Reservation Window = .S 4 Reservation Slots RTS: Sent on the receiver code. Data/ Ack: Sent on a private code
Data Window = .S 4 Data Slots CTS: Sent on the sender code
Listen Window Sleep Listen Window
— —
(] (]
Detect own '5 E % Ack Detect own
Receiver o cTs | 2 8 Ck | seeeeemememeeas
code 2 3 2 code
Ty Trrg Tfr| TcTyg Ty Tpata Ty | Tack Ty
T
[ [
5| 3 5| 3
Sender Preamble RTS | Q Packet £ Q | mmemememmememeeeees
777777777777 S|« S|

Ty =50 us Tf=10 us TrTs=800 Us TeoTs=800 Us Tpata =10200 us T Ack =800 Us

Fig. 2. Sleeping protocols: th8lotted sleeping protocas depicted on the top. We consider a transmitter and a receiver (anchessu
this example, that a transmitter is also a coordinator). The protocol dediseiperframe. A superframe begins with a beacon sent by a
coordinator. It is followed by a reservation window. If a transmitter waatsransmits, it sends a RTS in a reservation slot on the TH
code of the receiver (hence concurrent reservations for diffexeceivers are possible). The receiver replies with a CTS if it dscep
the reservation. If a reservation is successful, the actual data tramsmaccurs in the corresponding data slot, and is followed by an
ACK. In the beginning of a superframe, nodes need a long beacorhtevaca coarse level synchronization. Afterward, there is only a
short preamble before every packet. In theslotted sleeping protocgbottom), every node has a regular interval of duratigncalled
listening schedule. Reservations are done during the listen window at ¢fventmgy of the interval, and if successful, are followed by

packet transmission. Since a pause between two reservation periotie ¢ang, we need a long preamble at the beginning. One packet
at most can be received during T.



The main objective of sleeping protocols is energy minirtiara hence lifetime-maximization. In this section we aual
which protocol is more efficient with respect to the lifetimetric, subject to being able to sustain an occasional lmdirst
data. More precisely, we assume the network is designed dasamally sustain a traffic load,,., per receiver during
burst intervals (load model 2 in Table Il), and compute itstiine assuming that most of the time it is subject to load @hod
1 (with average traffic intensity < A.qz). In the slotted case, a receiver can sep# /Ts;, and in the unslotted case
~v1/T packets per second, whefeis the network utilization and'4, Ty andT" are defined on Figure 2. A network with
utilization close to 100% is unstable. In order to guaramtetvork stability, we takey = 0.7. Note that if two requests
overlap, one of them is very likely to be accepted due to thareeaof time hopping sequences and the signal acquisition
procedure. Therefore, we can assume that the total suldnittéfic is close to\,,.. per receiver.

We compare the lifetimes achieved with slotted and unslgttetocols in Figure 3 (left). Networks with slotted slemgpi
protocols have 15%-50% longer lifetimes. If a network life@ is around one year, it can be increased for 2-6 months,
which is significant. We can conclude that if a coarse-lewglchronization comes at a low cost, or for free (as in a
master-slave system like bluetooth), it is optimal to uséf ithis is not the case, in order to compare the two protqomts
need to compare their implementation overheads. The marhead of a slotted protocol is in electing a coordinator [2]
and managing the cases when communicating nodes hear|sgiffer@nt superframes. The main overhead of an unslotted
protocol is the learning time when a node needs to learn stbedf neighbors, either due to a topology change or due to
a clock drift.
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Fig. 3. Lifetime comparison for slotted and unslotted sleeping protocolsh®meft, we consider the scenario when a network has to
sustain given maximal rate. On the x axis we give different maximal Xaig, per user. On the y axis we see the average lifetime for
the slotted protocol divided by the average time for the unslotted one.tindases we assume each receiver has a long term average
ingress traffich\o = 10kbps. We compare the two approaches for the different energy modedsrided in Table 3.2. We also take two
extreme values ob 4. In all cases, the slotted protocol outperforms the unslotted one by3B%6-On the right we consider networks
design for maximum access delay. On the x axis we plot maximum aceéss @ther parameters are the same as in the previous case.
Here we see that the unslotted protocol outperforms the slotted one.

7) Unslotted sleeping is better than slotted if occasiorelbg sensitive loads need to be supported/e now consider
a variant of the previous paragraph. We continue to assuatertost of the time, the network is subject to load model 1
(with average traffic intensity), but now we assume, that, occasionally, it has to suppomall siumber of unpredicted,
but very urgent messages (load model 3). When a node genargtasket, it cannot send it immediately, but it first needs
to wait for a reservation period to obtain access to a degimaln the case of slotted protocol, in the worst case, aenod
has to waitT,; to send a packet. In the unslotted case, the worst case delapie assume that the worst case is limited
by application constraints t@, ;. We then want to compare energy savings for the two appreaatsuiming the same delay
constraint.

In Figure 3 (right) we can see network lifetimes for differelelay constraints and different energy models. We see that
the conclusions are now reversed. The unslotted protoe@yal performs better or equal, since the unslotted protoasl
only one reservation slot per timg,;, while the slotted one haS,4 reservation slots and every node has to listen for an
RTS during theseS 4 slots.

8) Is it optimal to have long or short frames®ue to hardware constraints, it is not possible to increagelse energy
when a frame size is larger, even though it would be allowedegylations. On the contrary, if a frame is short, a node is
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able to transmit more pulses per time unit. Potential issuis the short frame size are higher interference and a plessi
inter-symbol interference.

We consider a short frame siZg = 100ns and a long ond’; = 1000ns, and we verify by simulations that for the first
one we obtain roughly 8 times higher rates than for seconi ifhturn decreases the energy spending since circuits have
to be activated for shorter periods of times.
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