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Abstract—Modern vehicles incorporate dozens of sensors to
provide vital sensor data to the electronic control units (ECUs),
typically through physical wires, which increase the weight, main-
tenance, and cost of cars. Wireless sensor networks (WSN) have
been contemplated for replacing the current physical wires with
wireless links, although existing networks are all single hop, pre-
sumably because cars are small enough to be covered with low-
power communication, and multi-hop networking requires orga-
nizational overhead. In contradistinction with previous works, we
experimentally investigate the usage of multi-hop wireless commu-
nication to support intra-car sensor networking. Extensive tests,
run under various vehicular environments, indicate the potential
for significant reliability, robustness, and energy-usage improve-
ments over existing single-hop approaches. Our implementation
is based on the Collection Tree Protocol (CTP), a state-of-the-art
multi-hop data collection protocol.

I. INTRODUCTION

Wireless sensor networks (WSN) boast numerous applica-
tions ranging from home appliances control, to environmental
monitoring, and smart healthcare. More recently, they have
also demonstrated benefits for intelligent transport systems:
monitoring aircraft systems and parameters [1], monitoring
wheel bearings on trains [2], and connecting sensors, switches
and actuators inside cars [3–5]. In these applications, the ability
to reliably aggregate data in one or several processing centers is
critical to the monitoring capabilities of the sensors, which are
typically constrained in both energy and computational power.
For transport systems, this aggregation is further complicated
by the dynamic channel properties that vehicles may experience
as they travel through areas with different radio interference
patterns or road quality.

To date, several single-hop communication models based
on Zigbee, RFID, and ultra-wideband technologies, have been
examined for intra-car wireless networking [3–5]; in these
networks, all sensor nodes communicate in a point-to-point
fashion (within a star topology) with the central node. For large-
scale deployments, especially over large physical distances, it
may be advantageous to arrange sensors in a multi-hop network,
with some sensors relaying information from other sensors onto
the central node (or collection root). Within vehicles, however,
it is not clear whether multi-hop networking is worthwhile, as
the small distances involved typically allow sensors to reach
the central node using low or medium transmission power.

Indeed, multi-hop networking adds communication overhead
to the system, requiring exchange of metadata (e.g., topology
information) and utilizing available bandwidth for packet re-
laying (with some incident interference to other sensors).

In this work, we show that, notwithstanding the caveats men-
tioned above, multi-hop networking may provide clear benefits
within cars. Specifically, despite its greater overhead, it can
(a) enhance system reliability, (b) provide robust performance,
and (c) reduce communication energy. We utilize the Collection
Tree Protocol (CTP) [6] as a multi-hop network layer protocol,
as it is (i) widely deployed, (ii) well researched, and (iii) the
basis of the IPv6 Routing Protocol for Low-power and Lossy
Networks (RPL) standard [7]. Our results show, for example,
that the packet delivery rate of a node using a single-hop
topology protocol can be below 80% in practical scenarios,
whereas CTP improves reliability performance beyond 95%
across all nodes while simultaneously reducing radio energy
consumption.

We perform several experiments to explore the effects of en-
vironmental conditions on the performance of intra-car WSN;
for instance, our results show that engine noise does not have
much effect on the performance, even though it adds 2-4 dB in
the noise power [3]. On the other hand, CTP achieves clearly
better performance when a vehicle is parked in a covered area
(i.e., garage) than in an open area outdoor parking. To the
best of our knowledge, this is the first demonstration of the
significant benefits possible from multi-hop networking within
vehicles. A preliminary version of our results was presented
in [8].

The rest of this article is organized as follows. In Section II
we provide background on existing intra-car WSN models, and
on the CTP protocol. Our experimental setup is described in
Section III, followed in Section IV by a comparison of multi-
hop CTP performance to a star topology protocol under static
conditions. Section V extends the experiments into dynamic
scenarios. We conclude with overall thoughts in Section VI.

II. BACKGROUND

A. Intra-car wireless sensor networking

Several intra-car WSN experiments have been conducted for
the 915 MHz and 2.4 GHz ISM bands, since many off-the-shelf



Fig. 1. Placement of nodes inside the car for the suspension network and the engine network.

products (ZigBee, Bluetooth, RFID) operate at these frequen-
cies. The authors in [3] characterize the physical layer of a
Zigbee-based sensor network inside a car; in particular, they
measure the Received Signal Strength Indicator (RSSI) and
Link Quality Indicator (LQI). The results in [4, 9, 10] provide
comprehensive statistics for the intra-car channel, including its
power delay profile (PDP), coherence bandwidth and coherence
time. Other fading statistics, such as level-crossing rate (LCR)
and average fading duration (AFD), have also been measured
in these works. In [5], ultra-wideband (UWB) technology is
considered for short range communication within a car due to
its low power requirements and high data rate.

In contrast to the previous works, we investigate the perfor-
mance of an intra-car multi-hop WSN on a commercial TelosB
platform. Multi-hop data collection can potentially compensate
for large channel losses. For example, the results in [10] show
that the average channel loss of a link between a transmitter
(located in the engine compartment) and a receiver (placed
inside the trunk) is about 85 dB. Considering the receiver
sensitivity of the sensor’s radio chip (e.g., the CC2420 has
a sensitivity of -94 dBm (typ) and -90 dBm (min)), one can
conclude that sensor nodes should always transmit at high
power to overcome such channel loss. On the other hand, the
situation is different for a multi-hop network, wherein sensor
nodes can opportunistically choose the next hop according
to on-going channel conditions and decrease the transmission
power while communicating reliably, possibly at the expense
of increased latency and decreased network throughput. Our
work thus aims to concretely evaluate the cost-benefit regions
of multi-hop WSN inside cars.

B. Collection Tree Protocol

The Collection Tree Protocol (CTP) is a variant of a distance-
vector routing protocol that includes optimization tailored for
wireless sensor networks. CTP is designed to route data from
every node on a network to one or more self-declared root
nodes, based on minimum cost trees. In [6] a variant of CTP
is introduced, in which the expected number of transmissions,
denoted by ETX, is used as the cost metric. In this approach,
each node that has a message to transmit attempts to build a

shortest-path tree with a minimum number of transmissions
toward the root. The calculation of ETX for each node is done
as follows: consider two nodes A and B such that node A is the
parent of node B, then we have:

ETXB = ETXA + ETX of link B→ A;

ETXRoot = 0,

where the ETX of a link is estimated by a link estimator in
a distributed fashion [6]. Given a choice of valid routes, CTP
simply chooses the one with the lowest ETX toward the root.

III. EXPERIMENTAL SETUP

A. Experimental methodology

In the experiments, we evaluate two distinct networks operat-
ing on different frequencies inside a car: a suspension network
and an engine network. Each network consists of four sensor
nodes periodically sending data to the collection root, which
itself is connected to a laptop through a USB port for the
purposes of logging messages and statistics for post-experiment
analyses. Fig. 1 graphically illustrates the placement of nodes
in the car. Note that previous studies (see, for example, [10])
show that wireless channels to other locations in the vehicle
show more-or-less similar characteristics, i.e., slow fading with
coherence time of several seconds.

In addition to the sensor nodes and the collection root, we
utilize an activator node (not shown in Fig. 1) to send an initial
broadcast signal that activates each sensor node and establishes
basic time synchronization. The use of an activation broadcast
enables us to dictate the packet generation rate, transmission
power, and radio channel for the nodes. The activator node is
chosen to be different from the root node because all nodes
should receive the activation signal, while the signal of the root
may not be received by all nodes under low-power transmission.
Therefore, we use the activator node to send a high-power
broadcast signal received by all sensors.

Our sensor nodes are TelosB (TPR2420CA) [11] with a
data rate of 250 kbps, RF power -24 dBm to 0 dBm, and



TABLE I
EXPERIMENTAL SCENARIOS

Location Scenario
Dynamic conditions

Engine Passengers WiFi

Parking

Covered area

Static Off No Weak1

Engine-on On No Weak
Passengers Off Yes Weak
WiFi interference Off No Strong2

Open area Static Off No Weak

Driving

On the road
Bumpy road On Yes Weak
Highway On Yes Weak
Urban area On Yes Strong3

1 In-band WiFi interference is negligible.
2 Controlled WiFi interference is exerted to the experiment setup.
3 There exist considerable urban wireless interferences.

receiver sensitivity of -94 dBm (typ) through -90 dBm (min).
The sensor nodes’ firmware is based on TinyOS 2.x, which is
an open source operating system designed for sensor networks.
The radio chip of sensor nodes (CC2420) is configured to use
a Carrier Sense Multiple Access (CSMA) MAC protocol for
transmission through the shared wireless medium.

We investigate CTP performance under several conditions,
summarized in Table I. The experiments are performed in (i)
a covered area parking with little foot traffic and several cars
parked nearby, (ii) an open area parking, and (iii) a local road,
highway, or an urban area. The condition of an experiment can
be either static or dynamic, with the latter referring to cases
when the engine is on, or passengers move in and out of the
vehicle, or WiFi interferences are present.

B. Sensors data collection

In real deployment of intra-car WSNs, data packets contain
physical measurements of sensors such as tire pressure in a
Tire Pressure Monitoring System (TPMS), engine torque, or
transmission pressure. For instance, a Transmission Control
Module (TCM) controls automatic transmissions in modern
vehicles. TCM uses readings from transmission sensors as well
as data provided by the ECUs to change gears for optimum
performance in terms of fuel efficiency and shift quality [12].
In the experiments, however, we have abstracted the payload
of packets (shown in Fig. 2) into information that is needed
to calculate performance metrics of the network. For instance,
when a sensor node receives a packet, it updates payload of
the packet with some metadata (e.g., hop ID and RSSI infor-
mation) and forwards it to the next hop. Payload fields are then
processed in a post-experiment step using our developed toolkit
in [13] to calculate the performance metrics and display the
evolution of the network topology. In the experiments, sensor
nodes generate packets with a size of 32 bytes including 8 bytes
of CTP data packet header, 12 bytes of payload, and 12 bytes
of CC2420 header.

Fig. 2. Payload fields of a packet

Throughout the experiments, we measure the average de-
livery rate, delay, and number of transmissions per packet,
denoted by Tx count. Assuming that in an experiment lasting
T seconds, sensors generate M packets in total from which N
packets are successfully received by the root. Among the total
N received packets, Nu packets are unique (i.e., all duplicates
are removed from the count). The delivery rate is then defined
as the ratio of uniquely received packets to the total number
of generated packets (Nu

M × 100%). The delay of a delivered
packet is the time elapsing from its generation at the source
node till its reception at the root. Tx count is the number of total
transmissions (including at relay nodes) per received packet at
the root.

IV. EXPERIMENTAL RESULTS: STATIC CONDITIONS

In this section, we compare the performance of CTP with a
single-hop star protocol under static conditions.

A. Reliability

In a star protocol all nodes communicate directly with the
root, and thus, if some node-to-root links experience deep chan-
nel fading then the quality of service for that node degrades,
while an intra-car WSN should guarantee high reliability across
all nodes. For instance, in a TPMS network, each sensor node
attached to a tire should be able to successfully deliver mea-
sured parameters to the central processors. Within this context,
we examine the delivery rate of individual nodes using CTP and
the star protocol. As the results in Fig. 3 show, CTP provides
high delivery rate across all nodes, whereas the performance of
the star protocol varies significantly. For example, node 4 has
a delivery rate of 78% with high variance showing that nodes
can have varying performance over time depending on the link
conditions. From the network topology shown in Fig. 4, we
observe that the topology induced by CTP is indeed multi-hop,
in counterpoint to the single-hop topology of the star protocol.

B. Communication and latency trade-offs

In wireless sensor networks power consumption and delay
have significance for battery-powered and delay-limited appli-
cations. While comparing multi-hop with single-hop, some
trade-offs emerge: a multi-hop topology may require more
transmissions per packet due to relay nodes, but nodes can
transmit with lower power to achieve the same delivery rate
as a single-hop protocol. For instance, our experimental results
show that CTP with a transmit power of −10 dBm can provide
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Fig. 3. Delivery rate of CTP vs. the star protocol under static conditions, Tx
power−20 dBm and generation rate 15 pkts/sec per node. The error bars show
one standard deviation from the mean over 5 six-minutes experiments.
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Fig. 4. CTP multi-hop topology vs. the single-hop topology of the star protocol

the same reliability as the star protocol with a transmit power
of 0 dBm, at the cost of only up to 69% higher Tx count per
packet. Specifically, the radio of TelosB motes (CC2420) draws
11 mA current to transmit at a power of −10 dBm and 17.4
mA to transmit at a power of 0 dBm [14]. On the other hand,
the receive mode requires a current of 18.8 mA, noting that in
our application, the radio is almost always listening for incom-
ing messages, which implies that the radio consumes roughly
the same amount of receive power regardless of transmission
activity. Based on the number of transmissions and transmit
power, we conclude that CTP provides energy savings for the
radio component. Previous experiments and simulations in [15]
show that energy consumption by the radio is dominant in
wireless sensor motes. However, it should be noted that other
components, such as the processor, consume energy, and that
their energy consumption depends on the instructions run by
the mote.

Single-hop delay is also expected to be smaller than multi-
hop delay, but a single-hop protocol is not always reliable and
retransmissions are required. Table II compares the average Tx
count and delay performance of CTP and the star protocol. The
results confirm that a star protocol requires fewer transmissions
and incurs lower delay, but CTP provides a higher delivery rate.
While the average delivery rate of the star protocol may not be
significantly worse than CTP, individual nodes can experience a
low delivery rate within the star protocol (e.g., node 4 in Fig. 3).

Condition Tx power Protocol Tx count Delay Delivery

Static -20 dBm
Star 1.14 14.36 92.69%
CTP 1.72 37.35 96.43%

Passengers -10 dBm
Star 1.22 16.72 92.59%
CTP 2.54 82.92 98.41%

TABLE II
CTP AND THE STAR PROTOCOL PERFORMANCE. TX COUNT AND DELAY

ARE CALCULATED BASED ON THE DELIVERED PACKETS.
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Fig. 5. Delivery rate of CTP vs. the star protocol under static conditions for
the 8-nodes network. The packet generation rate is 5 pkts/sec per node and the
transmission power is set to −10 dBm.

C. Reliability in larger network

To generalize the previous reliability results, we merge the
suspension network and the engine network into one network
with eight sensors and one collection root (see Fig. 1). From
the delivery rate results shown in Fig. 5, one can notice that the
performance of CTP is more reliable and stable across all nodes.
In fact, different nodes in the star protocol achieve varying
levels of reliability, but CTP reduces variance in performance
among the different nodes and all of them achieve a delivery
rate higher than 98%.

V. EXPERIMENTAL RESULTS: DYNAMIC CONDITIONS

We next investigate the performance of CTP and the star
protocol under dynamic in-vehicle conditions.

A. CTP vs. Star protocol under dynamic conditions

An intra-car wireless sensor network can experience various
environmental conditions, such as when the car travels through
areas with intense wireless interference, or when passengers
are sitting inside the vehicle, which can cause link fluctuations.
However, an intra-car WSN should provide robust performance
regardless of environmental conditions. Within this context,
we compare the performance of CTP and the star protocol
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(a) Passengers-move-in-and-out scenario
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Fig. 6. Delivery rate of CTP vs. the star protocol (a) under Passengers-move-in-and-out scenario (b) with WiFi interferences, Tx power−10 dBm and generation
rate 10 pkts/sec per node. The error bars show one standard deviation from the mean over 5 six-minutes experiments.
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(a) Passengers-move-in-and-out scenario

(b) WiFi interference

Fig. 7. Multi-hop CTP topology under (a) passengers-move-in-and-out sce-
nario (b) with WiFi interference.

under two common dynamic scenarios: (i) when passengers
are sitting inside the vehicle, and (ii) in the presence of Wi-Fi
interferences. Fig. 17(a) shows the delivery rate of individual
nodes when two passengers move in and out of the vehicle. The
results indicate that CTP provides stable and reliable perfor-
mance across all nodes, whereas the star protocol has worse
delivery rate. For instance, only 82% of the packets generated
at node 2 are successfully received by the root. Fig. 17(b)
compares the performance of CTP and the star protocol in the
presence of WiFi interferences. Likewise, we observe that there
are individual nodes within the star protocol that fail to achieve
high delivery rate. The network topology induced by CTP
under dynamic conditions is shown in Fig. 7, which confirms
that multi-hop topology can provide robust performance under
dynamic conditions.

B. CTP supplementary experiments

In this part, we extend the experiments of CTP to investigate
its performance sensitivity to various environmental conditions.

Open area vs. covered area: Due to the broadcast nature of
wireless signals, the presence of surrounding objects, like walls
and ceilings, affects wireless network performance. Within this

Covered Open
40

50

60

70

80

90

100

D
e
liv

e
ry

 r
a
te

 (
%

)

Covered Open
0

20

40

60

80

100

120

D
e
la

y
 (

m
s
)

Covered Open
0

0.5

1

1.5

2

2.5

3

T
x
 c

o
u
n
t

 

 

Suspension

Engine

Fig. 8. CTP performance of the suspension network and the engine network
in a covered and an open area parking with Tx power−10 dBm and the packet
generation rate 10 pkts/sec per node.

context, CTP performance is examined in both covered and
open area parking. Results shown in Fig. 8 indicate that CTP
achieves better performance in the covered area parking. We
speculate that this could be due to more multi-path signaling
in the covered area, which adds up to create a strong almost-
constant signal at the receiver; an open area is potentially
a poor multi-path environment, which is consistent with the
experimental results in [10].

Engine-on, with Passengers: Physical channels inside a car
can be highly dynamic due to external disturbances such as
when the car engine is on, or when passengers move in and out
of the vehicle. Fig. 9 shows the performance of the suspension
network under such conditions. The results illustrate that CTP
achieves a delivery rate above 98%, and that engine noise does
not have considerable effect on overall system performance.
However, delay and Tx count performance degrade with pas-
sengers movements, indicating that human body can cause
channel fading that may be attributed to the large attenuation
of biological tissues in the 2.4 GHz range [16].

Driving experiments: Data collection from intra-car wire-
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Fig. 9. CTP performance under engine-on and passengers-move-in-and-out conditions for the suspension network and the packet generation rate 10 pkts/sec per
node.
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Fig. 10. CTP performance of the suspension network and the engine network within various driving conditions. Tx power is set to −10 dBm and the packet
generation rate is 10 pkts/sec per node.

less sensors is complicated by the variety of conditions a car
experiences. As such, driving experiments play a critical role
in performance assessment of an intra-car WSN. To fulfill
this evaluation goal, CTP experiments are performed within
three driving conditions: (i) bumpy road with poor road qual-
ity, (ii) highway with sparse and high speed vehicular traffic,
and (iii) urban area with dense vehicular traffic and wireless
interference (WiFi, Bluetooth, etc.). Driving results shown in
Fig. 10 illustrate that both networks have a delivery rate higher
than 90% under various driving conditions. The performance of
the suspension network, whose sensor nodes are attached to the
suspension system of wheels, is most affected when driving on
the bumpy road. High speed driving on a highway does not have
noticeable effect on both networks and driving in urban areas

does not have considerable effect on the suspension network
either, but the delivery rate of the engine network degrades in
urban areas, presumably due to wireless interferences.

WiFi interference: Sensor radios based on the IEEE
802.15.4 standard can highly suffer from external interferences,
as they use the same frequency band as the IEEE 802.11
standard. To investigate the performance of CTP under in-
terferences, we run a series of controlled WiFi experiments,
wherein sensor nodes are configured to operate on the same
frequency as a local WiFi network (channel 22 under 802.15.4
standard and channel 11 of 802.11 standard). External inter-
ferences are applied within two intensity levels: (i) light WiFi
that reflects a “normal” WiFi usage by local users, and (ii)
heavy WiFi that is exerted by streaming a video on a close
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Fig. 11. CTP performance under external WiFi interference for (a) the suspension network and (b) the engine network with the packet generation rate 10 pkts/sec
per node.

proximity computer located on the passenger’s seat. From the
results shown in Fig. 18(b), we observe that the engine network
is more vulnerable to WiFi interference, especially with low
transmission power. This observation is consistent with driving
experiment results in the urban area with wireless interferences.
It is also evident that intense WiFi interference deteriorates both
networks’ performance due to low SNR at the nodes’ receivers.

VI. CONCLUSION

In this article we have investigated the performance of CTP
as a multi-hop data collection approach, as a counterpoint
to the star protocol that dominates the existing literature for
intra-car wireless sensor networks. Through experiments, we
demonstrate that the delivery rate of the star protocol can be
low in practical scenarios, while CTP achieves a reliability
of more than 90% across all nodes. Whereas a star protocol

requires fewer transmissions and incurs lower average delay
than CTP, the radio energy consumption of CTP is smaller.
Our experimental results indicate that environmental conditions
have widely differing effects on network performance. For
instance, passengers cause channel fading and degrade overall
system performance, while engine noise on the order of 2-
4 dB does not have noticeable effect on performance. External
intense interferences (WiFi, Bluetooth, etc.) potentially deteri-
orate network performance, but CTP sustains its high delivery
rate (higher than 90%) in various driving conditions. These
results serve as an illustration of the cost-benefit regions of
multi-hop WSN inside cars.

Overall, our experimental results show that multi-hop net-
working enhances many aspects of network performance, and
may be suitable for intra-car networks due to their need for



robust operation in harsh environments. In future works, we
plan to explore hybridized collection protocols that blend reli-
ability with other desired performance metrics, like throughput
optimality.
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Fig. 12. Placement of nodes inside the car for the suspension network and the engine network.



TABLE III
EXPERIMENTAL SCENARIOS

Location Scenario
Dynamic conditions

Engine Passengers WiFi

Parking

Covered area

Static Off No Weak1

Engine-on On No Weak
Passengers Off Yes Weak
WiFi interference Off No Strong2

Open area Static Off No Weak

Driving

On the road
Bumpy road On Yes Weak
Highway On Yes Weak
Urban area On Yes Strong3

1 In-band WiFi interference is negligible.
2 Controlled WiFi interference is exerted to the experiment setup.
3 There exist considerable urban wireless interferences.



Fig. 13. Payload fields of a packet
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Fig. 14. Delivery rate of CTP vs. the star protocol under static conditions, Tx power−20 dBm and generation rate 15 pkts/sec per node. The error bars show one
standard deviation from the mean over 5 six-minutes experiments.
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Fig. 15. CTP multi-hop topology vs. the single-hop topology of the star protocol



Condition Tx power Protocol Tx count Delay Delivery

Static -20 dBm
Star 1.14 14.36 92.69%
CTP 1.72 37.35 96.43%

Passengers -10 dBm
Star 1.22 16.72 92.59%
CTP 2.54 82.92 98.41%

TABLE IV
CTP AND THE STAR PROTOCOL PERFORMANCE. TX COUNT AND DELAY ARE CALCULATED BASED ON THE DELIVERED PACKETS.
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Fig. 16. Delivery rate of CTP vs. the star protocol under static conditions for the 8-nodes network. The packet generation rate is 5 pkts/sec per node and the
transmission power is set to −10 dBm.
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(a) Passengers-move-in-and-out scenario
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(b) WiFi interference

Fig. 17. Delivery rate of CTP vs. the star protocol (a) under Passengers-move-in-and-out scenario (b) with WiFi interferences, Tx power−10 dBm and generation
rate 10 pkts/sec per node. The error bars show one standard deviation from the mean over 5 six-minutes experiments.
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Fig. 18. Multi-hop CTP topology under (a) passengers-move-in-and-out scenario (b) with WiFi interference.
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Fig. 19. CTP performance of the suspension network and the engine network in a covered and an open area parking with Tx power −10 dBm and the packet
generation rate 10 pkts/sec per node.
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Fig. 20. CTP performance under engine-on and passengers-move-in-and-out conditions for the suspension network and the packet generation rate 10 pkts/sec
per node.
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Fig. 21. CTP performance of the suspension network and the engine network within various driving conditions. Tx power is set to −10 dBm and the packet
generation rate is 10 pkts/sec per node.
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(a) Performance of the suspension network under WiFi interference
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(b) Performance of the engine network under WiFi interference

Fig. 22. CTP performance under external WiFi interference for (a) the suspension network and (b) the engine network with the packet generation rate 10 pkts/sec
per node.


