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Abstract

The Internet of Things (IoT), which enables common objeotbé intelligent and interactive, is considered
the next evolution of the Internet. Its pervasiveness arilitiab to collect and analyze data which can be converted
into information have motivated a plethora of 10T applioas. For the successful deployment and management of
these applications, cloud computing techniques are iedisgble since they provide high computational capalsilitie
as well as large storage capacity. This paper aims at prayidisights about the architecture, implementation and
performance of the IoT cloud. Several potential applicasoenarios of I0T cloud are studied, and an architecture
is discussed regarding the functionality of each comparidoteover, the implementation details of the 10T cloud
are presented along with the services that it offers. Thenroantributions of this paper lie in the combination
of the Hypertext Transfer Protocol (HTTP) and Message Qugldelemetry Transport (MQTT) servers to offer
IoT services in the architecture of the IoT cloud with vasdechniques to guarantee high performance. Finally,
experimental results are given in order to demonstrate éneice capabilities of the 10T cloud under certain
conditions.

Index Terms— Internet of Things (1oT), Cloud Computing, 10T applicatsy loT architecture

. INTRODUCTION

With the development of wireless communication techn@sgpervasive objects can be interactive and

are connected to the Internet. These inter-connectedtshjeth in-built computing, communications and
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sensing capabilities constitute the Internet of Thingd)Yldn particular, it is estimated that by 2020 the
number of 10T devices will be close to 50 billion while the pbgition will reach 7.6 billion[[1]. These de-
vices can generate huge amounts of data, which usually codiéférent format and meaning![2],/[3]./[4].
However, I0T devices usually have very limited capab#itdue to their small physical size and energy
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consumption. Therefore, an 10T cloud is imperative to supth@ requirements of millions of 10T devices

and provide various new and exciting loT applications fa &nd-users.

Recently, a plethora of novel ideas has been proposed fdoiheloud. Machine-to-Machine (M2M)
communications or Machine Type Communications (MTC), Wwhénable direct communication among
loT devices, have attracted significant attentions. A steshd12M service layer platform, which is called
oneM2M, has been established and developed for the stamatiod of deployment of 10T services![5]. A
detailed discussion over MTC can be foundlin [6]. Subsaiptiontrol, congestion and overload control
are described in detail, as well as a new solution to therlatseie. As for the 10T itself, the authors n [7]
and [8] provide a comprehensive survey and discuss thebigsias well as enabling technologies for
the IoT cloud. Meanwhile, inspired by the 10T cloud, certeesearch on related applications is conducted
in [9], [10Q], [11]. Moreover, in order to efficiently manageT workloads, several IoT cloud platforms
have been proposed. For example, the authors_in [12] propgdetform dubbed servioTicy with data
stream processing capabilities for the 10T cloud and cautyaoperformance evaluation of the proposed
platform. However, the relevant literature on the architead design and implementation details for the
loT cloud are scarce to date. An architecture that can suppitirons of concurrent IoT devices as well

as diverse 0T applications is highly desirable.

Against the above background, this paper aims at proposingh cloud architecture based on both
the Hypertext Transfer Protocol (HTTP) and Message Queliglgmetry Transport (MQTT) protocols,
and other relevant techniques to guarantee high perforedricstly, certain application scenarios and
requirements of the 10T cloud are presented. A generic Istesy is then proposed and we discuss the
supporting loT infrastructure. Moreover, the implemeiotatetails of the proposed IoT cloud architecture
are discussed, followed by a presentation of the way thdbtheystem is build and how a message broker
for MQTT server is built by employing the Redis cluster datsdn. Finally, a number of experiments is
conducted to evaluate the performance of the IoT cloud, imgeof the average response time/average

transmission latency, throughput and CPU utilization.

The rest of paper is organized as follows. Section Il provideme typical application scenarios for
the IoT cloud and the corresponding performance requirésndie proposed 0T cloud architecture is

then described in Section Ill. Section IV discusses in di¢ta overall implementation of the proposed



lIoT cloud, while Section V reports on our experimental resuFinally, Section VI concludes this paper

and provides a future outlook.

[I. TYPICAL APPLICATIONS OF THEIOT CLOUD

The use of an 10T cloud has a significant impact on the perfoomaf the supported 10T applications.

Thus, several typical application scenarios of the 10T dlawe discussed in this Section, including:

1) Smart Buildings:Smart buildings can adapt to internal and external enviemtal changes without
human intervention in order to provide comfort to the ocaupawhile taking into consideration financial
and energy requirements. Ubiquitous devices can monitettire building at all times, generating large
amounts of data, which can then offer notification servicesase of emergency incidents or critical

situations after a proper analysis on the gathered data [13]

2) Smart Home/OfficeA smart home establishes a future home environment, whebedted sensors
and intelligent appliances are self-configured and can begralted remotely through the Internet. It
enables a variety of monitoring and intelligent control leggiions that are responsible for the control and
management of home resources. More intelligently, an loficgdecan be controlled by the 10T cloud to
adjust its operation. As a result, a comfortable living eswiment can be created for everybody. On the
other hand, smart offices aim mainly at easing the workloatisuproving the productivity of employees
at work. With a proper 10T cloud, workers in different orgaations or areas can all access to office-related

services in a convenient and efficient manner.

3) Intelligent Transportation:Intelligent transportation brings comfort to people invehwithin cities
or rural areas. Vehicles can be smart if they are equippel avitarge number of sensors that monitor
the status of the surrounding environment. All sensed datahe collected and uploaded to the loT
cloud. With real-time data processing, the 10T cloud canvigi® useful assistance to the driver such as
the provision of emergency warnings or optimal path plagnes well as the knowledge of road/traffic
conditions or traffic accident notifications. The IoT cloddaaoffers warnings for pedestrians when there
are under potential life or injury threats by analyzing tregadgathered from vehicles, infrastructure or

even pedestrians.



4) Smart HealthcareSmart healthcare applications decrease patients depandearcarers and reduce
their healthcare costs through efficient use of medicalpggant and sensors. The measurement of various
biological information such as the pulse and blood pressarebe taken by the patients themselves via
their smartphones that contain special on-body and nedy-kBensors. All the measured data are then
transmitted to the IoT cloud, where the early detection f&-threatening emergency situations can be
made possible through continuous monitoring and analyiegreceived data from the patient under

monitoring.

For the purpose of better illustration, we summarize théufes of several typical application scenarios

using the IoT cloud in Tablg I.

[Il. ARCHITECTURE OF THEIOT SYSTEMS

In order to support millions of IoT devices, we propose an Ilddud architecture based on the
hardware support of the 10T infrastructure. By using vilizegion, hardware resources can be well utilized.
Consequently, both HTTP and MQTT servers are introduceth@spplication servers of the 10T cloud.
The HTTP servers can provide services for end-users andaetewwhile the MQTT servers ensure a large
number of device connections and real-time communicatioargy devices. Furthermore, some other key
components such as the supporting databases are alsotpcegmnthe sake of functionality, availability

and performance.

A. 10T infrastructure

loT infrastructure is a fundamental component of the entiie system since it can sense and perform
actions from/to the environment as well as sending infolomato the 10T cloud. The loT infrastructure
consists of all 10T devices and the supporting access nkswvdihe former is deployed in the application
environment, whereas the latter provides communicatietsden [0T devices and the cloud. 10T devices
mainly include sensors, actuators, intelligent appliah@tc. and may generate huge amounts of data
that are transmitted to the IoT cloud through reliable arfitieht access networks. Additionally, control

messages may be transferred to I0T devices from the I0T al@the same access networks.



B. 10T Cloud

As illustrated in Fig[L, the 10T cloud consists of severa} kemponents, each of which is composed
of multiple servers that perform different tasks. The senare established as Virtual Machines (VMs)
utilizing virtualization technology. They are indepentié&om each other even if they run on the same
physical machine. With these VMs, load balancers/reverseypservers, databases and application servers

can be configured. The functionalities of each componentiaseribed as follows, i.e.,

1) Virtual resource pool:As the hardware resources of the physical machine (sucteaSRkJ, memory
and network connectivity) cannot be fully utilized, thesea significant waste of resources, as well as
the problem of low scalability of servers. To tackle thesebpems, the virtualization technique is used
to provide feasible solutions that aim at improving reseudtilization for the 10T cloud. By means
of virtualization, hypervisor software runs on the phykiggchine as an abstract layer to manage all
resources and also to provide an operating environmentaidows independent guest Operating Systems
(OSs) (known as VMs) that enable dynamic resource allocaBarthermore, the 10T cloud services can
be deployed on VMs instead of directly on physical machimdsch helps reduce the usage of physical

machines and, thus, can deliver high performance at low cost

In particular, through employing the virtualization teajune, a virtual resource pool can be established
on several physical machines that contain all the hardweseurces and can assign them to different
VMs on demand. In this way, all other servers can obtain agrepnount of resources, in accordance

with their demands.

2) Application servers:Application servers are often considered as the most irmpbtomponent
of the IoT cloud since they are responsible for offering bass services to customers. They need to
provide facilities and an appropriate environment to ruritiple applications based on certain application
protocols [14]. The application servers in the traditionkdud are usually based on the HTTP. HTTP
servers work in a request-response manner through therisgisn Control Protocol (TCP) connections
with clients. When connections are established, an HTTResaran listen to certain ports for requests

from clients and send appropriate responses to the receaggebsts.

However, HTTP is not well suited for the 10T cloud since loTvides are constrained by their



computing, communication, and energy resources. Consdguanother type of application protocol
is more appealing for the 10T cloud, i.e., the MQTT protoddl]] MQTT is designed for resource-
constrained IoT devices as a lightweight messaging tratefpmn protocol that operates via a topic-based
publish-subscribe mode. This means that when a client ghiddi a message on a particular topic, all the
clients that have subscribed to the same topic can recewenissage. A key component that completes

the transfer process is regarded as the braker [15], by winehto-many connections are enabled.

3) Database: According to various application requirements for dataraie, relational and non-
relational databases, also known as Structured Query lagy@y(8QL) and NoSQL databases, are optional
in the 10T cloud. SQL is designed as a type of programminguage for relational databases that can
store data in the form of two-dimensional tables. HoweVss, performance of the SQL databases is the
main bottleneck for the deployment of real-time loT apgimas. Consequently, NoSQL databases are
used to provide real-time and high-efficiency services fatadstorage. These databases allow data to be

stored directly in memory or hard disks and, thus, the Irpuiput (1/0O) speed is significantly improved.

4) Reverse Proxy and Load balancinBue to the large number of 10T devices and users, application
servers are required to handle millions of concurrent retpuer transfer massive number of messages.
These requests or messages are processed without schetildad balancing is not enforced. As a result,
some servers may be heavily congested due to excessivensui® it is possible that new requests or
messages sent to the congested servers are rejected adddkscsleanwhile, other servers may be idle,
although spare resources may actually be enough to prduess tequests, resulting in a significant waste
of resources. Therefore, load balancing is imperativeterdaven distribution of workload across multiple

backend servers and achieve full utilization of all avd@atesources.

[V. IMPLEMENTATION AND SERVICES OF THEIOT CLOUD

Aiming at connecting millions of devices and end-users, ghgposed 0T cloud is developed with

details that are elaborated in this Section. The servicatstitie 10T cloud can provide are also discussed.



A. Implementation

A virtualization OS such as VMWare vSthn&an be used to establish a resource pool with a number
of VMs and can directly handle the CPU and memory resourcéiseophysical machines. A server in the
loT cloud can be implemented as one VM. The implementatiodiféérent kind of servers are described

in detail as follows, i.e.,

1) Application serversThe loT cloud includes the HTTP and MQTT servers that bothimadeveloped
using Node.js, which is typically used for developing serapplications due to its capability in high
concurrency. It runs in the form of an asynchronous event lehich performs all I/O operations with a
single thread asynchronously. As a result, applicationessrare capable of handling a large number of

concurrent connections.

a) HTTP servers:They apply a flexible web application framework, i.e., Exgxein order to work.
In such a way, the web and mobile applications are easilyogedl on an HTTP server, which interacts
with clients through a Request-Response cycle. The HTTWesepffer three different methods, i.e., GET,
POST and DELETE for clients to make requests. Clients caaimbesources from the HTTP servers
through a GET request. Clients can also send informatioh¢dHTTP servers through a POST request.
Moreover, a DELETE request enables clients to delete cemaiources in an HTTP server. After receiving

a request, the HTTP server tries to process the request addaseesponse back to the clients.

b) MQTT servers: They are deployed for instant communication between the deVices and
end-users by utilizing the MQTT protocol that is a brokesdxh protocol for publishing/subscribing
message transportation. Its publication and subscripgi@norganized based on the notion of “topic”
and all packets are published through the broker. As foripatibn, a topic should be uniquely defined,
while for subscription, an MQTT client can subscribe muéipopics at once. The MQTT servers are
implemented based on an open-source library in Node.js, M®TT-connection. In order to enhance
real-time performance of the MQTT servers, they have to taainlong-lived TCP connections with
clients or devices. Furthermore, the MQTT servers use tlengdds of Quality of Service (QoS) to ensure
reliability. QoS level 0 means that recipients do not seng acknowledgment to publishers, and all

http://www.vmware.com/products/vsphere/



messages are published only once. By contrast, QoS levegjdires acknowledgments. As for QoS
level 2, a handshake mechanism is used to make sure thatgaessan be successfully delivered to all
subscribers. In accordance with the various business reagants, the corresponding QoS level can be

configured.

Multiple application servers can constitute a cluster, chhallows for simultaneously scaling server
programs across multiple parallel processors. The Phardildtithreaded Machine (PM2) helps form a
cluster of multiple HTTP servers. On the other hand, the MQEIlver has to act as a cluster through
operating in a master-slave mode. In this mode, the MQT Tesarperates at the master node, which can
initiate other servers as the slave nodes. Each MQTT semvastér or slave) runs on an individual CPU

core.

2) Database cluster and brokerThe 10T cloud uses Regs(a NoSQL database) to store data. By
storing all key-value data in the memory, Redis can sigmtigaincrease the 1/0O speed. In order to
improve the reliability of the database, a Redis clustehwibre than one Redis nodes can be configured
in the 10T cloud. Thus, the users can enjoy continuous dataces even when one or more Redis nodes
are out of order. The Redis cluster is fully connected sueh #ach Redis node is connected with all
the others through TCP connections. After forming the Retlister, slot share should be configured
before the cluster can work properly. The data stored in teeiRcluster are firstly hashed, e.g., taking
the CRC16 of modulo 16384 of the data as the hash slot. By aigeak which interval the hash slot is
located, the data are then stored in the corresponding Redis, as depicted in Figl 2. Since the hash
slots of incoming data are uniformly distributed, the lodetach Redis node is inherently balanced. From
the users’ viewpoint, there is no difference in accessimgdiitabase whether it is a single Redis node or

a cluster.

On the other hand, Redis works well with the MQTT serversgesiih can work as a message broker.
The load of the MQTT server can then be largely moved to thesRddster so that higher concurrency
can be achieved. Clients can publish messages on some todizs MQTT servers at first, which then
transfers the payloads of the messages directly to the Raditer. These payloads can only be received
by one Redis node. However, this node may not be connectddtist clients that subscribe to these

2http://redis.io/



topics. Therefore, this Redis node would have to share tiygog@ds with all the other nodes. Other
nodes connected with the correct subscribers can send ytheaga to those subscribers. In this manner,

a satisfactory performance of the message broker can beeehsu

To further guarantee database reliability, advanced igakes such as hot standby and transaction
logging are needed for the Redis cluster. Each Redis nodéshiaackup, which runs in a standby server
in the event of malfunction. Furthermore, the transactmgging can record the history of the database

including hostile attacks for the convenience of recovery.

3) Load balancers:In order to support a large numbers of requests and messagesriassive 10T
devices and users, a load balancer is necessary for the énil.cHAProxy is a proper option. As an
open-source light-weight load balancer, HAProxy can oé#icient TCP-based and HTTP-based load
balancing for the 10T cloud and runs in an event-driven, Igitgread model supporting high concurrency.
Through proper configurations, two types of load balanciegdeployed for the 10T cloud with HAProxy,

i.e.,

a) HTTP load balancersThe default load balancing method, i.e., Weighted RoundifiRab config-
ured in HAProxy to distribute requests for the HTTP server&Proxy can check the Uniform Resource
Locator (URL) of a request on a binding port, and then disteb the request to the object HTTP server
according to the URL or some predefined rules. In this waywbekload of the HTTP servers can be

efficiently balanced.

b) MQTT load balancersThere are no functions of load balancing for the MQTT serygesent
in HAProxy. As a result, TCP load balancing is deployed tdritiste load for multiple MQTT servers.
TCP load balancing can transfer TCP packages to the matdidogend server in accordance with a
set of predefined rules. This is realized by a protocol tertdetivork Address Translation (NAT) and
some load balancing methods. According to the NAT protoel@Proxy provides a virtual IP and port
for outer networks to visit, and listen to a certain port fd€H packages. When it receives any TCP
package, HAProxy can change the destination IP addresshengart number of the package before
forwarding the concerned package to the target backend M§gHRier. Different from the HTTP servers,
the MQTT servers need to keep long-lived connections witimt$, and thus HAProxy needs to maintain

3https://www.haproxy.org/
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these connections. Therefore, the Least Connectionsypslithosen as the load balancing method for the
MQTT servers in HAProxy. It helps HAProxy select the MQTT \s&rwith the least number of active

connections as the target server.

B. Services of the 10T cloud

The IoT cloud should meet the requirements of different Ipplizations. By using the services provided
by the 10T cloud, diverse applications can be offered to ett-users, developers or managers. These
services can be accessed by web browsers or smartphoneseayid anywhere. The loT cloud services

can be mainly divided into three categories, i.e.,

1) Web applicationsThe IoT cloud can provide services through web applicationsleploying web
pages in HTTP servers. These HTML pages are developed usenddyper Text Markup Language
(HTML) and Cascading Style Sheets (CSS) for static webpagesvell as JavaScript that defines the
actions a page should take towards different events. Welizappns in the 10T cloud are mainly developed
for managers to supervise the devices they own. By managi@ddT cloud interface, managers can
monitor the detailed information of the devices, e.g., theof state, the Media Access Control (MAC)
address or the timing tasks. Besides, they can control eewiirectly with the permission of device

owners for convenient debug.

2) Mobile applications: Smartphone is becoming an indispensable communicatiai<do people’s
everyday life. With the pervasiveness of smartphones, Ipdmpwse the Internet on their phone using a
large variety of smartphone application programs (APPsidraid and iOS are the two dominant OSs
for smartphones. For the convenience of end-users, moliilesAdased upon the 10T cloud are developed
to meet the requirements of both the Android and iOS platéor@n the other hand, there are some
APPs that are developed by third parties (such as Facebot¥e@hat) that are very popular. In order
to provide 10T cloud services to end-users, several intedebased on these APPs are defined to allow
users to access to the corresponding services. For inseamteisers can control their smart-home devices

using APPs that are designed by manufacturers or by WeCreattlgt

3) Software Development Kit$n order to enhance its applications and services, the lolidcprovides

two Software Development Kits (SDKSs) to third party devedog i.e., Android and iOS SDKs. The SDKs
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consist of several Application Programming InterfacesIéABy which the complex functions of the 10T
cloud can be easily used. Every APl encapsulates a numberdafrlying operations, and provides easy
access for developers. The SDKs make it easier to develofs ABRs to unleash the full potential of the

loT cloud.

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this Section, our experiments are carried out under uarioonditions in order to evaluate the
performance of the proposed IoT cloud. We focus only on thdopmance of the MQTT and HTTP
servers because both of them have a significant impact onetteeiged quality of the services of the IoT
cloud under consideration. Because of the different mashenof MQTT and HTTP servers, different

metrics are used to evaluate their respective performance.

A. Experimental Configuration

The MQTT and HTTP servers are deployed on two separate VMs.nmber of CPU cores used
by either the MQTT or HTTP server can be configured from oneotw.fFor testing purposes, we use
Node.js on another VM to simulate the interactions betwé&enctients and servers. Furthermore, a Redis

cluster with eight nodes is implemented on four VMs, actisgoath the database and broker.

B. Results

1) HTTP server: To measure the performance of the HTTP server, a certain eumbclients is
generated, each of which establishes a connection with TiEPHserver. The number of clients can be
between 1,000 to 20,000 as deemed appropriate. All thetslgand only the GET requests to the servers
to fetch a web page, whose size is about 1K bytes. If the HTTWeséandles the request successfully, it
sends the web page back to the client. Once the client rec#ieeresponse, it continues to send a same
new request. Otherwise, if no response is received by tkataithin ten seconds, the request is regarded
as a failure. During a total of 180 seconds, the number ofasiguthat are successfully handled by the
HTTP servers is counted so as to compute the throughputrpeafwe of the HTTP servers. Meanwhile,

the response time of each request is also collected andgadera
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Fig. [3(a) shows that the response time becomes largelyrlingh the number of clients. Since the
clients continuously send requests, the HTTP server ruits fatll capacity all the time. Thus, throughput
and CPU utilization remain at high levels as can be seen frofig.[3(b) and Fig[ 3(¢). However, many
requests cannot be handled on time and are discarded whewnhiger of clients is larger than 10,000
or 20,000 for the HTTP server with one or two CPU cores, respdy. Correspondingly, the throughput
performance of the HTTP server with one or two CPU cores Hhapiéteriorate when the number of
clients is above 10,000 or 20,000, respectively. In addjtatue to the asynchronism of HTTP server, it

can still handle more requests with full CPU utilization &®wn in Fig.[3(C).

2) MQTT server: We consider 2,000 to 40,000 publishers when evaluating gréopnance of the
MQTT servers. Each publisher subscribes an individualctgpid publishes messages that contain only
the timestamp to that topic every 10 seconds. During theogeoi the experiment, i.e., 120 seconds,
we collect the information on the total number of messagas llave been successfully delivered to the

publishers as well as the transmission latency of the messag

As shown in Fig[#, one MQTT server can provide services updt@@p clients with four CPU cores
in ten-second intervals of publishing at most. The averagestmission latency becomes larger with the
increase of the number of users, and lower when the numberPaf €res increases. The throughput
of the MQTT server becomes floored when the number of clieatoimes larger than some predefined
threshold, depending on the number of CPU cores, i.e., 0028000, 34,000 and 40,000 for one, two,
three and four cores, respectively. It is evident that areesiwe number of packages render the MQTT

server unable to transfer packages in time. A similar tremcCPU utilization can be observed in Hig. 4(c).

VI. CONCLUSION AND OUTLOOK

loT is a new technological paradigm enabling ubiquitousdbior objects to interact with each other
and to access to the Internet. By integrating cloud compuird 10T techniques, new valuable and reliable
services can be provided to many users. This article mairdpgsed an IoT cloud architecture and its
corresponding implementation. The key point of the archite is the combination of the HTTP and
MQTT servers, as well as the implementation of the messagjeehrSeveral experiments were conducted

with the objective of evaluating the performance of the egaplon servers in the proposed loT cloud.
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The performance results demonstrated the significant itrgfathie number of clients and CPU cores on
the average transmission latency/response time, thraagima CPU utilization for the HTTP and MQTT

servers, respectively. They also study and discuss therpaathce of the 10T cloud that was implemented.

Much more research is still needed to address many othdenlak of the 10T cloud in the near future.
First of all, there is a lack of well-defined standards to yniérying architectures and interfaces of the
loT cloud. Moreover, advanced data analytics are necesearyake full use of big data that 10T brings
about. Last but not least, security and privacy challengesilgl also be taken into account in designing

the loT cloud.
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Scenari Typical Device User Energy Main- Through- | Tolerable | Mobi- Relia- Security
ario use case type opulation | CONMP- tenance put latency lity bility &
yp pop tion cost Privacy
Water Sensors, . . .
Smart metering meters Large Low Low Low High Fixed Medium Low
Building —
Res@eqtml Sensors Few Low Low Low Low Fixed High High
monitoring
Home Intelligent
Smart automation appliances, Few High Low Low High Low Medium High
Home/ sensors
Office
Sme_trt Laptops, Medium High Low High Medium Fixed Low High
meeting videos
Traffic Sensors, . . . .
Intelligent | monitoring cameras Large High Low High High Fixed Low Low
Transpor- —
tation Driving Sensors, Few Medium | Medium Low Low High High High
Assistance | vehicles
Patient Sensors,
s o medical Few Low Low Low Medium Fixed High High
mart monitoring i
Healthcare equipment
Vital signal Sensors,
alert medical Few Low Low Low Low Medium High High

equipment




Fig. 1.

Reverse Pro

XA,

e b
S
2
7

Databases

lllustration of the architecture of 10T systems

Resources of physical
machines can be assigned
to different virtual servers
on-demand.

"@ Virtual Resourcel
Pool '

G5

16



Fig. 2.

Web wser
E‘ TCP connections
Smartphones

S

~
N

IoT device ~ !'1Load balancers/ , \
Long-lived TCP 1 | R
connections |~ : €VEISC proxy L\Cd,s node 5 . e
E - coooachaanees N N I N ‘ Redis cluster /
L (5
Smartphones| - \ MQTT servers NN <) /broker .~
e - N \~\$\\ ~a ’ Redis node 4, ARedisnode3 —
@ A T N A\ P SIS
~ \ ~a ‘ ///
10T device S -~ S
e . o
IoT device . g T &K Redist3dan‘¢:hl:hedilsA O e
N connected wi e clients tha
Subscribers subscribed topic B, thus they need

ToT device —

(Publisher)

lllustration of the 10T cloud implementation

to distribute messages that are
published on topic B, to these
clients.

\
|
/

17



1.0x10*

@
£
5]
E 8.0x10°
2
e
=
o /v/(
» 6.0x10° E
f Py
S s N
g 7
-5 4.0x10° =
2
g
2, —0— 1 CPU core
2
£ 2.0x10° D/ —0— 2 CPU cores |
ga o’ —&—3 CPU cores
g - —v— 4 CPU cores
< I
0 4,000 8,000 12,000 16,000 20,000
Number of users

(a) Average response time of the HTTP server

3.0x10°

2.5x10°

2 0x10’ T s S S Y N,

W\J"O\O\Q Y
o M
1.0x10° ‘

—0— 1 CPU core

B o —0— 2 CPU cores
—4—3 CPU cores
—v—4 CPU cores

5.0x10*

Throughput of the HTTP server (req/s)

0.0

0 4,000 8,000 12,000 16,000 20,000

Number of users

(b) Throughput of the HTTP server

Fig. 3. Performance of the HTTP server

IS
S
S

w
=3
S

[ )
=3
S

100

Average CPU utilization of the HTTP server (%)

e ————

—o0— 1 CPUcore —2— 3 CPU cores

—0—2CPU cores —— 4 CPU cores
I I

4,000

8,000

12,000 16,000 20,000

Number of users

(c) Average CPU utilization of the HTTP server

18



10* 5

10 vs ):/[

Average transmission latency of the MQTT server (ms)

10' —o0—4 CPU cores | |
—0— 3 CPU cores
—4— 2 CPU cores
—v— 1 CPU core
10° 1
0 8,000 16,000 24,000 32,000 40,000

Number of users

(a) Average transmission latency of the MQTT server

10* 400 I
—0—4 CPU cores
—0— 3 CPU cores
300 —24—2 CPU cores
—v— 1 CPU core

MW

—o—4 CPU cores
—0— 3 CPU cores
—4—2 CPU cores
—v— 1 CPU core

[ )
=3
S

e

=
3

Throughput of the MQTT server (pac/s)
=

Average CPU utilization of the MQTT server (%)

0 8,000 16,000 24,000 32,000 40,000 0 8,000 16,000 24,000 32,000 40,000
Number of users Number of users
(b) Throughput of the MQTT server (c) Average CPU utilization of the MQTT server

Fig. 4. Performance of the MQTT server



	I Introduction
	II Typical Applications of the IoT Cloud
	II-1 Smart Buildings
	II-2 Smart Home/Office
	II-3 Intelligent Transportation
	II-4 Smart Healthcare


	III Architecture of the IoT systems
	III-A IoT infrastructure
	III-B IoT Cloud
	III-B1 Virtual resource pool
	III-B2 Application servers
	III-B3 Database
	III-B4 Reverse Proxy and Load balancing


	IV Implementation and Services of the IoT Cloud
	IV-A Implementation
	IV-A1 Application servers
	IV-A2 Database cluster and broker
	IV-A3 Load balancers

	IV-B Services of the IoT cloud
	IV-B1 Web applications
	IV-B2 Mobile applications
	IV-B3 Software Development Kits


	V Experimental Results and Analysis
	V-A Experimental Configuration
	V-B Results
	V-B1 HTTP server
	V-B2 MQTT server


	VI Conclusion and Outlook
	References
	Biographies
	Lu Hou
	Shaohang Zhao
	Xiong Xiong
	Kan Zheng
	Periklis Chazimisios
	M. Shamim Hossain
	Wei Xiang


