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Abstract—Existing distributed denial of service attack (DDoS)
solutions cannot handle highly aggregated data rates; thus,
they are unsuitable for Internet service provider (ISP) core
networks. This paper proposes a digital twin-enabled intelligent
DDoS detection mechanism using an online learning method for
autonomous systems. Our contributions are three-fold: we first
design a DDoS detection architecture based on the digital twin
for ISP core networks. We implemented a Yet Another Next
Generation (YANG) model and an automated feature selection
(AutoFS) module to handle core network data. We used an online
learning approach to update the model instantly and efficiently,
improve the learning model quickly, and ensure accurate predic-
tions. Finally, we reveal that our proposed solution successfully
detects DDoS attacks and updates the feature selection method
and learning model with a true classification rate of ninety-seven
percent. Our proposed solution can estimate the attack within
approximately fifteen minutes after the DDoS attack starts.

Index Terms—Digital Twins, DDoS Attacks, YANG Model,
Autonomous Core Networks.

I. INTRODUCTION

Digital-twin (DT) concept has become a popular topic be-
cause of its benefits in many domains, such as real-time remote
monitoring and control in industry, predictive maintenance in
aerospace, etc. It is broadly envisioned that DT will play a
significant role in developing “zero-touch” operations, mainte-
nance, and “self-X” capabilities, e.g., self-management, self-
configuration, self-optimization, etc., of 6G networks. Real-
time network monitoring, performance testing, optimization,
and fast simulation are just some examples that exploit the full
advantages of DT in a network domain. Moreover, DT makes
the evaluation, prediction, and optimization processes more
cost-efficient than physical systems. Despite all the benefits
of DT, the use of DT for network anomaly detection has not
been well-understood [1].

The main priority for an Internet service provider (ISP)
is providing availability between content providers and end-
users and lossless connectivity at high speed. ISPs manage
massive traffic in their network, and distributed denial of
service (DDoS) attacks are aimed at their critical network
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Fig. 1. The detection performance of existing DDoS solutions.

infrastructure and services. Existing DDoS solutions in the
market are limited to data centers or edge networks. The
solutions work on edge routers or inside the data center and do
not protect other routers. For instance, even if the ISP activates
the DDoS solution on 900 of 1000 edge network devices
on a customer basis, the remaining 100 machines are still
vulnerable. Therefore, data center and edge network solutions
are insufficient; since it is impossible to incorporate DDoS
detection in the entire network.

We examined the DDoS solution of four different companies
with our industry partner and anonymized them because of
privacy as Solutions 1-4. Fig. 1 explains the solutions of
detection rate and latency graphically; the left side of the green
dashed line represents the core network, and the other side is
the data center. When the DDoS attack starts at 60 minutes and
ends at 290 minutes, these solutions detect approximately one
hundred minutes after it begins. We found that the solutions’
detection latency and rates are unsuitable for guaranteeing
overall network performance.

A. Main Challenges of The Core Network DDoS Detection

We investigate the challenges from two main aspects in
detail as follows:

1) Specific Characteristics of The Core Network: The core
network has high bandwidth because it includes routers
with multiple 400 GBps interfaces. It makes it challeng-
ing to process the data in real-time. Therefore, ISPs are
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TABLE I
THE SUMMARY OF EXISTING APPROACHES

Work Method Performance (%) Dataset Domain
[2] Entropy-based Algorithm 80 (Detection Rate) Produced Dataset SDN
[3] DeT, NB, RF, SVM, EM 74.1-99.4 (F1-Score) CICDDoS2017 IoT
[4] Isolation Forest 96.01 (F1-Score) NSL-KDD Fog Computing
[5] Bagging, Boosting, Stacking 93/92.2/93.4 (Accuracy) CICDDoS2019 Smart Grid
[6] MLP 98.18 (F1-Score) CICDDoS2019 Intrusion Detection System

not interested in DDoS detection in the core network.
To the best of our knowledge, there are no hardware-
based solutions to solve it. Consequently, ISPs cannot
control and manage DDoS attacks across their entire
network. Some servers may have already been taken
down when they detect DDoS attacks in the data center.
ISP servers’ average hourly downtime cost is between
300,000 and 400,000 U.S. dollars [7]. Another challenge
is core network routers handle much larger amounts of
data simultaneously than other routers. Therefore, it only
transmits data according to its routing tables and does
not perform other data operations.

2) DDoS Attack: It is a security violation on a system
where multiple distributed compromised machines target
the victim server. It makes a server unavailable to legit-
imate users trying to access it. The distributed character
of DDoS attacks makes them extremely difficult to
counteract or find the source. It appears in various shapes
and patterns, making it difficult to detect. Moreover,
it can also perform easily by using the weaknesses of
networks and by generating requests for services of the
software. DDoS attacks are complicated to detect and
mitigate in real-time, but DDoS detection is essential as
these attacks can cause significant problems.

B. Why Do We Need DT, YANG Model and Online Learning
for Autonomous Core Networks?

Monitoring in the core network is quite complex as it
involves an enormous number of metrics and multidimensional
data to be tracked. An internet service provider’s primary re-
sponsibility is to ensure availability between content suppliers
and end users, as well as lossless connectivity at high speeds.
Internet service providers manage huge amounts of traffic
in their networks, and attacks are targeted at vital network
infrastructure and services. Therefore, DT can be employed to
handle monitoring and management of the core network with
fully synchronous monitoring and management opportunity.
Moreover, DT is only implemented once, and online behavior
analysis continuously updates itself. In contrast to traditional
DDoS monitoring services, DT-enabled core networks can
support services directly linked to network operational data
rather than updated data.

Online learning is an ML method to create learning models
using data in sequential order. It is used to predict future data
at each time step. In classical ML approaches, called “offline
learning”, the whole data is used to train required models,
and then the predictions are made on data points using the
trained model. Unlike offline learning, online learning updates

the trained model. Thus, the model is entirely up to date with
current events. The main idea behind online learning is to
update the model with new data when the performance of the
trained model declines. In most ML-based DDoS detection
models, the offline learning environment is used to train and
test these models to detect DDoS attacks. The models may not
achieve high accuracy when detecting actual DDoS attacks.
Hence, existing ML-based DDoS detection models may not
work well in real-time. Since the data in the core network is
very diverse and high volume, offline learning models cannot
handle this data with a stable performance. Therefore, online
learning models can process the data with stable performance
in the core network.

Network automation is a crucial topic for the entire network-
ing industry in order to scale and move faster. Yet Another
Next Generation (YANG) can be used to unlock the power of
network automation [8]. The YANG model is a network data
model used to model configuration and state data manipulated
by the Network Configuration Protocol (NETCONF). It pro-
vides data modularity through modules and submodules and
supports model-driven network automation. The YANG model
can reduce the complexity of the core network by pulling
only the desired features. Thus, the system can work more
effectively.

Considering the above advantages, we propose a DT-
enabled DDoS detection mechanism using online learning and
YANG model for autonomous core networks. The YANG
model will import only the desired features into the system.
DT will use a virtual representation of the ISP core net-
work and learning capabilities to enable an intelligent DDoS
detection mechanism. Data captured from physical objects
will represent high-level information integrating the behavior
model of digitized objects in DT.

C. Related Works

Although there are many previous studies on DDoS detec-
tion, these studies generally focus on offline learning methods
and data center solutions. We summarized existing DDoS
detection approaches in different domains in Table I. J. Boite
et al. proposed the StateSec is a DDoS detection and mitiga-
tion strategy based on stateful Software-Defined Networking
(SDN) to protect communication endpoints [2]. Simulation
results showed that it is more efficient than sFlow for the
control plane occupation. Z. K. Maseer et al. compared several
ML algorithms, including decision tree (DeT), naive Bayes
(NB), random forest (RF), support vector machine (SVM),
expectation-maximization (EM) in the perspective of DDoS
detection [3]. Experimental results showed that DeT and RF
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Fig. 2. The proposed system architecture.

models achieve better than the others in terms of overall
accuracy and runtime. In some studies, an autoencoder, a kind
of neural network with multiple layers, is used for feature
selection (FS). Then, a classification algorithm is implemented
to detect DDoS attacks [4] [6]. T. T. Khoei et al. analyzed the
performance of three different ensemble-learning techniques:
bagging, boosting, and stacking for anomaly detection in
smart grid networks. The results confirmed that stacking-based
learning techniques outperformed the others.

So far, a few anomaly detection works are using DT in the
literature. They focus more on offering the DT system rather
than anomaly detection. For example, A. Saad et al. suggested
an Internet-of-Things (IoTs) based DT for the microgrids
to enhance their resiliency against cyber-attacks [9]. They
provided mathematical formulation and implementation of the
DT. The results showed that their framework successfully
mitigates the attacks. Moreover, many works proposed a
method to label unlabeled data. One of them offered a modified
label propagation method [10]. The results showed that this
method improved the fault classification accuracy effectively.
None of the above works focused on DDoS detection using
online learning and the YANG model, nor did they use DT
technology to detect DDoS attacks in the ISP core network.

D. Contributions

The choice of the classification algorithm is significant
for DDoS detection. We scrutinized many ML algorithms
considering the training and testing times. We found that
using multilayer perceptron (MLP) in the proposed solution
performs better for the system. This paper proposes a DT-
enabled DDoS detection mechanism using online learning
for autonomous core networks. Moreover, we suggest an
automated FS (AutoFS) module to reduce and find the most
appropriate features. Our proposed system architecture is
shown in Fig. 2, where the physical objects, the digital twin,
and the brain parts work in synchronization and communicate
in real-time. Furthermore, the proposed architecture is in line
with the Internet Engineering Task Force (IETF) digital twin
network concept [11].

The main contributions of this paper can be summarized as
follows:

• We propose an intelligent DDoS detection mechanism
taking advantages of DT for autonomous core networks.

• We implement an online learning technique to maintain
stable performance since data are taken sequentially and
make the best predictions for future data at each step.
Moreover, we propose a labeling algorithm to label un-
labeled data.

• We implement the YANG model and AutoFS module to
reduce complexity and find the most relevant features in
the core network. Thanks to them, our system can work
separately for each router.

The rest of the paper is organized as follows. The proposed
solution and the performance evaluation are explained in
Section II and Section III, respectively. We conclude the paper
in Section IV with future directions.

II. PROPOSED SOLUTION

The proposed mechanism detects DDoS attacks on a router-
by-router basis, and it works as follows:

• A replica of physical objects and synchronization between
the physical objects, the DT, and the brain are created.

• DT collects all data from the core network routers, which
are physical objects.

• Data of digitized objects in DT are imported into the
system through a YANG model.

• Thanks to the YANG model, the ninety-two features are
sent to the system FS method.

• The ten best features are sent to the system MLP as input.
• The system MLP decides if there is a DDoS attack on

the system.
• After that, the threshold values of the performance metrics

are checked.
• If one of the performance metrics is less than its threshold

values, the features used by the AutoFS module are
updated.

• In the AutoFS module, one thousand samples are selected
randomly for the five FS methods separately in current
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data. Each FS method determines the ten best features
according to its algorithm.

• The proposed labeling algorithm labels the data.
• Then, the labeled data is used in MLP for training and

testing.
• The final FS algorithm chooses the best FS method and

MLP model for the data.
• After that, the system FS method and MLP model are

updated according to the AutoFS module result.
• If the performance metrics are not lower than their

threshold, the system operates with the current FS method
and MLP model.

The flow of the proposed detection mechanism is shown in
the brain part in Fig. 2. All decisions are made in the brain part
of the system. The performance of our approach is evaluated
with four metrics: detection performance, system precision,
sensitivity, and F-measure.

A. YANG Model

YANG models comprise modules and submodules. It can
define configuration and state data, notifications, and Re-
mote Procedure Calls (RPCs) for use by NETCONF-based
operations. Some key YANG model capabilities are human
readable, easy to learn representation, hierarchical configu-
ration data models, reusable types and groupings (structured
types), data modularity through modules and submodules, and
extensibility through augmentation mechanisms [12]. There
are many benefits to employing the YANG model in the
network. Some of them are faster service deployment enabled
by automation, improved serviceability, faster time to diagnose
and repair issues, reduced operating costs by reducing legacy
network engineering expenses, etc. [8]. It enables the transition
from command-line-interface-based management toward data
model-driven management. Since the sensor data in the core
network routers is more than the other routers, receiving all
data makes the system very slow. It is necessary to reduce data
being imported into the system. Therefore, we use a YANG
model to accomplish this.

We define two key performance indicators (KPIs) for DDoS
attack detection with our industry partner. These KPIs are KPI-
1 and KPI-2. KPI-1 contains 37 sensors, and KPI-2 has 55
sensors. We use a YANG model to get the data from the KPIs
into our system. Thanks to YANG Paths, the proposed system
receives data from all 92 sensors from routers in the core
network. Thus, we get less data into the system and increase
the system’s efficiency. The hierarchy between terms is as
follows: sensor data received from routers via YANG Paths
creates YANG models, and YANG models comprise KPIs.

B. AutoFS Module

We examined many FS methods and decided on the five FS
methods that are most suitable for our system. AutoFS module
determines the best FS method for the system among Analysis
of Variance (ANOVA) F-value Selection, Chi-square, Back-
ward Feature Elimination (BFE), Fisher Score, and Recursive
Feature Elimination (RFE). Moreover, since network data is
not truly stable and available online, we used different FS

techniques to give different results for diverse data. ANOVA
F-value Selection is a statistical hypothesis test that detects the
feature impact on the class variable. It uses the f-tests to test
the equality of means statistically. Chi-square is a statistical
method in discrete data testing that evaluates two variables,
whether these variables are related or not. It selects the features
discarding irrelevant features. BFE starts the search with the
complete set of features and eliminates them one by one using
some form of feature scoring until an optimal subset is found.
Fisher Score selects each feature independently according to
their scores and then ranks by their importance. RFE performs
a greedy search to find the best-performing feature subset. It
ranks features and recursively eliminates a small number of
elements per loop. When we examined these methods, we
observed that they behave differently according to network
traffic. While ANOVA F-value Selection and RFE are most
suitable for real-time traffic, BFE and Fisher Score are ideal
for non-real-time traffic. Chi-square fits for best-effort traffic.

When one of the system’s performance metrics is less
than its threshold values, the AutoFS module decides the
best FS method and MLP model for the system. It takes a
thousand random samples from the current data. This data is
then used as input by the five FS methods. After reviewing
the number of parameters used for DDoS detection in the
literature, we defined the optimum number of features as ten.
The FS techniques select the ten best features according to
their algorithm. Since existing data is unlabeled, we need to
label it. Therefore, we propose a labeling algorithm to label
existing data.

1) Proposed Labeling Algorithm: We used an ensemble
learning algorithm that combines K-Means and EM algo-
rithms. The flow of the proposed labeling algorithm is shown
in the output plugin part in Fig. 3. The proposed labeling
algorithm works as follows:

• The unlabeled data is taken as input.
• Firstly, we defined K as equal to two for the K-Means

algorithm. It clusters the data into two groups and is used
to determine the range of EM initial values. Thus, we
improved the convergence speed and the stability of the
EM algorithm.

• Then, the EM is applied to assign the weighted labels
probabilistic for unlabeled data.

• Since DDoS attacks rarely occur, we created a baseline
dataset to predict labels correctly. After our calculations,
we defined the samples of the baseline dataset as one
thousand. It includes sixty-five percent of ‘DDoS Attack’
samples.

• The other EM algorithm uses both the baseline data and
the unlabeled data. It finds local maximum likelihood
estimation of parameters in its probabilistic models.

• Ensemble learning takes both the first and second EM
algorithm results as input. Then, it decides the final labels
of the data.

• Finally, the data, which is the output of the ensemble
learning, and the baseline data are federated.

After that, we have the labeled data with two thousand
samples and ten features. The labeled data is used for the
training and testing of MLPs. Then, the five techniques’ recall
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Fig. 3. The visualization of the proposed solution through the Microsoft Azure Digital Twins platform.

and detection time values are sent to the final FS algorithm.
This algorithm decides the best FS method by optimizing
each method’s recall and detection time. It finds the best
approach with maximum recall and optimal detection time
for the system. Then, the system FS method and MLP model
weights are updated according to the best FS method.

C. Multilayer Perceptron

MLP is a feedforward neural network consisting of several
hidden layers where each hidden layer’s output becomes the
input of the consecutive layers. We investigated several MLP
architectures. The results showed that the best optimized MLP
has five layers: one input layer, three hidden layers, and one
output layer. We also examined different activation functions.
The best activation function was Rectified Linear Unit (ReLU)
for hidden layers and softmax for the output layer. Therefore,
our MLP has these parameters. In addition, we used the
dropout method to reduce the overfitting of MLP.

The network data constantly flows and varies; it is not fixed
as in offline learning. Therefore, we used online learning for
the core network. We provide it by checking the threshold of
performance metrics. If one of them is less than the threshold
values, it indicates that our MLP model performance is low,
and we need to update the model’s weights. Thanks to the
AutoFS module, we update the weights of our system MLP to
ensure stable performance. Thus, we provide online learning
updating the weights of the MLP according to the network
status. MLP classifies data as ‘DDoS’ and ‘Not DDoS’.

D. The Complexity of the System

Since we used the YANG model and the AutoFS module,
we first reduced the number of features to ninety-two and
then ten. Thus, we have significantly reduced the system
complexity. Since we predefined all metrics, including the
number of samples, features, layers, neurons, etc., in the
AutoFS module, the complexity of AutoFS can be regarded as
a constant. Therefore, the worst classification runtime has an
upper bound that depends on the packet arrival rate and the
number of core network routers.

III. PERFORMANCE EVALUATION

We use Microsoft Azure DT (ADT), a platform as a service
tool to provide twin graphs of the physical objects [13]. The
capabilities of ADT are DT Definition Language (DTDL), an
open modeling language, live representation, input plugin, and
output plugin. We defined the digital models representing our
physical entities, core network routers, using DTDL. These
models identify semantic relationships between the entities.
Therefore, we connected the twins into a graph that reflects
their interactions. We designed a proof of concept model to
test our system, and the visualization of the twin graph can be
seen in Fig. 3 through ADT. The data in the ADT platform
can stream through an external output plugin for storage and
data analysis. After implementing the twin model and graphs
with predefined interfaces and relations among entities, we
transmitted data to the brain as the output plugin of ADT
using the DT API. We designed the brain part of the proposed
solution (PS) as microservice-based.

We used two different datasets to test PS as the input
plugin of ADT. The first dataset is the CICDDoS2019 dataset,
which resembles real-world data containing benign and the
most recent common DDoS attacks [14]. This dataset includes
eighty-five features and will be named D1 hereafter. The
second dataset is the ToN IoT dataset created to evaluate the
fidelity and efficiency of AI-based cybersecurity applications
for next-generation IoTs and industrial IoTs [15]. It contains
43 features and will be named D2 from now on. After
examining the datasets, we found that they were imbalanced.
D1 has 5159863 samples as DDoS attacks and 1502 samples
as Not DDoS. Similarly, D2 has 300000 samples as DDoS
attacks and 161043 samples as Not DDoS. Therefore, to
nearly balance D1, we firstly used random undersampling by
twenty percent and decreased the Not DDoS samples. After
that, we used the synthetic minority oversampling technique
(SMOTE). To almost balance D2, we applied the near-miss
undersampling method and decreased the Not DDoS samples.
Thus, we obtained more balanced datasets. We combined these
two datasets to test PS. We used stratified ten-fold cross-
validation to split the dataset randomly, maintaining the same
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class distribution in each subset. We also prepared a baseline
dataset to test the AutoFS module.

Fig. 4. Performance comparison of methods.

We compared PS with several algorithms: RF, a simple
deep neural network (DNN), and long short-term memory
(LSTM), a deep learning architecture. Simple DNN has five
hidden layers and the number of neurons per layer: 8191, 4096,
2048, 1024, and 512. LSTM has four fully connected layers
and a number of neurons per layer: 256, 128, 64, and 32.
We calculated the system precision, F-measure, and sensitivity
values by taking the weighted average. We used sixty percent
of the DDoS class and forty percent of the Not DDoS class.
Fig. 4 depicts the performance result of the methods. Since
PS uses online learning and can update the model, it performs
better than the others. After that, we examined the performance
of the AutoFS module and the online learning method. The
results prove that PS successfully updates the FS method and
the weights of the MLP with a 97 % true classification rate.

Fig. 5. The detection performance of Proposed Solution.

According to our calculations, PS can estimate the attack
approximately fifteen minutes after the DDoS attack starts.
Moreover, its detection rate is around ninety-seven percent.
Fig. 5 exposes the detection performance of PS. When Fig. 1

and Fig. 5 are compared, it can clearly see that PS outperforms
the existing solutions regarding the detection delay and rate.

IV. CONCLUSION & FUTURE DIRECTIONS

In conclusion, we designed an intelligent DDoS detection
mechanism based on DT technology for autonomous core
networks. The proposed system detects DDoS attacks using
only the required data obtained from the YANG model and
AutoFS module, ensuring the computational capacity of the
model can be sustained by the network. Finally, we showed
that our solution successfully detects DDoS attacks using the
ideal feature selection method for the network. It also updates
the feature selection method and learning model with a ninety-
seven percent true classification rate. Moreover, according to
our analysis, the proposed solution can estimate the attack
within around fifteen minutes after the DDoS attack starts.

As one of the future research directions, the router health of
the core network can be scrutinized and designed as a mon-
itoring module. This module can add proposed architecture
to provide comprehensive core network management. To this
end, Interior Gateway Protocols (IGP), especially Intermediate
System to Intermediate System (IS-IS) and Open Shortest Path
First (OSPF), can be investigated for router health.
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