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Abstract.  Coordinating the interactions of applications running on the diversity of 
devices that will be common in ubiquitous computing environments is still a difficult 
and not completely solved problem.  We look at one such environment, an interactive 
workspace, where groups come together to collaborate on solving problems.  Such a 
space will contain a heterogeneous collection of both new and legacy applications and 
devices.  We propose that a tuplespace model with several extensions is ideal for 
coordination in this environment.  We present a prototype implementation of such a 
model called the Event Heap.  Finally, we show that the system has performed well in 
actual use over the last year and a half in our prototype interactive workspace, the 
iRoom. 

1 Introduction 

Improvements in device technologies and falling costs are rapidly enabling the 
original vision of ubiquitous computing [23].  Devices from large wall-sized displays 
to small PDAs can easily (and wirelessly) be networked together in localized areas, 
forming the hardware side of the ubiquitous computing environment.  Once connected 
together, however, the problem becomes how to allow software programs running on 
the devices to coordinate with one another in a flexible and intuitive manner.  Such 
devices do not generally integrate easily with one another or with existing software 
unless they were designed to do so a priori.   

Many programming models and systems have been proposed for coordinating these 
devices.  Based on our experience with a prototype room-based ubiquitous computing 
environment (interactive workspace) that we have deployed, the realities of these 
environments make the existing models incomplete or inadequate.  Interactive 
workspaces systems must be able to tolerate a dynamic environment, as portable 
devices come and go, as well as maintain a high degree of robustness and availability 
despite inevitable software and hardware failures.  Further, both because this research 
area is still young and growing rapidly and because of the implicit ad-hoc nature of 
ubiquitous computing interactions, it is important that any coordination model allow 
the rapid integration of new devices and systems. 
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Our own project, Interactive Workspaces, investigates the systems and HCI issues 
that arise in room-based ubiquitous computing environments that are technology-rich 
and consist of interconnected large and small displays and multi-modal I/O devices, 
where people gather to do naturally collaborative activities such as design reviews, 
brainstorming, etc..  Compared to other projects, which we review more thoroughly 
toward the end of the paper, we are focusing on providing infrastructure for dynamic, 
heterogeneous and ad hoc collections of devices, applications and operating systems, 
all of which may be either new or legacy.   

From our observations of usage and application development in our prototype 
interactive workspace, the iRoom, we identified the following desirable features: 

• Applicable to many different types of ubiquitous computing applications. 
• Portable across installations, provided some infrastructure for determining 

workspace-specific information is also provided. 
• Friendly to existing languages and environments, and portable to new ones, making 

it straightforward to support a wide range of devices and leverage their existing 
application bases. 

• Robust to transient failures, so that experimentation with new devices does not 
destabilize an existing system. 

In light of the above observations and requirements, we make the following 
contributions:   

First, we identify the need for a general-purpose coordination system, in the spirit 
of [9], in an interactive workspace.  Further, we propose that a tuplespace system is 
well suited for this role.  We will show why a desire to integrate legacy devices in an 
interactive workspace and other “engineering” constraints lead to a tuplespace 
coordination model.   

Second, we explain the extensions to the basic tuplespace model that we have 
found necessary in an interactive workspace, and why they are needed.  Specifically, 
the extensions are self-describing tuples, flexible typing, typed tuples, tuple 
sequencing and tuple expiration.    

Finally, to we present the Event Heap, an implemented and deployed tuplespace 
based coordination substrate for a real interactive workspace, and discuss our 
experience with applications using the infrastructure across a wide variety of devices 
and software platforms over the past year and a half. The abstraction and API has 
proven to be well suited for this domain, and the current implementation has been able 
to provide for all but low-latency direct feedback communication.. 

1.1 Interactive Workspaces 

An interactive workspace is a localized ubiquitous computing environment where 
people come together for collaborations.  To explore this space, we built a prototype 
interactive workspace, the iRoom, which features three rear projected SmartBoard 
[19] touch screens along one wall, a bottom projected table, and a custom 12 projector 
tiled front display driven by a workstation cluster.  Except for the front display, all of 
the machines driving displays are Windows machines in order to facilitate running 
legacy applications.  In addition, the room has wireless LAN coverage, which allows 
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laptops or PDA’s to communicate with the other machines in the room.  Figure 1a 
shows the layout of the iRoom.  
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(a) iRoom Layout  
(b) Construction Management in the iRoom 

Fig. 1. The iRoom 

We now provide a scenario set in the iRoom that reflects how research groups 
collaborating with us hope to use interactive workspaces.  Consider a group of 
construction management engineers and contractors using the iRoom to plan a major 
construction project.  (We are working with the civil engineering department on just 
such a project [12], but similar scenarios apply for many domains requiring multi-
person collaborations and interaction with large amounts of data.)  Upon entering the 
workspace, one group member uses a touch sensitive tablet at the room entrance to 
turn on the lights and the three projectors for the touch screens on the side wall.   

They begin the meeting by following a web-page outline the meeting leader has 
prepared which he displays on the left most touch screen.  Each topic is a hyperlink 
that brings up related data for that topic on the other displays in the room.  Some of 
that data is in the form of web pages, while other data is brought up in specific 
construction site modeling and planning applications, some of which are not 
specifically designed to run in the iRoom.  Figure 1b shows a photograph of the 
iRoom in use for a prototype of such a scenario. 

Later in the meeting, it becomes clear that there is a problem with completing part 
of the construction on schedule.  They bring up a top down map of the construction 
site on the table,  a 3D model of the construction site which shows the project state for 
any given date on one touch screen, some financial information on another touch 
screen, and the project scheduling software on the third.  All of these are separate 
stand-alone applications, but the data being displayed across the applications is 
automatically associated.  Thus when the users select or make changes in one view, 
the other views immediately reflect the new state.  When they have solved the 
problem and the meeting is over,  the users store the updates on their laptops, and shut 
down the room using a simple web based room control page they load on their laptop 
using the wireless network in the room. 

The goal of the coordination infrastructure is to facilitate the kind of fluid 
application association and linking, and the multiple pathways of control presented in 
this scenario. 
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The rest of the paper proceeds as follows.  We begin by clarifying interactive 
workspace, and the types of interactions we have observed to be common in them.  
We then discuss the model of coordination languages, and our choice of the 
tuplespace model.  In order we next present the Event Heap itself, and then 
applications implemented using the Event Heap.  We conclude with some future 
research directions and a review of similar projects. 

2 A Tuplespace Coordination Model For Interactive Workspaces 

We assert that most room wide applications will consist of traditional  applications 
and devices composed into an ensemble.  The problem is therefore determining which 
coordination model best facilitates this composition, such that the user has the 
impression of using one distributed application.   

2.1 Coordination-Based Programming Background 

In [9], Gelernter and Carriero proposed that computation languages and coordination 
languages should be thought of as orthogonal.  Computation languages express how 
calculations proceed, and coordination languages express the interaction between 
autonomous processes.  By choosing a computation language, say C++, and a 
coordination language, say a set of message passing primitives, you can entirely 
express an autonomous process and its interaction with other processes.  They further 
argue that general-purpose coordination languages which can express any type of 
coordination are superior to task specific languages that may be useful, for example, 
only for fine-grained parallel computing. 

Gelernter and Carriero position the Linda [1] tuplespace model as an example of 
such a general-purpose coordination language.  The tuplespace model consists of just 
three key operations, out(), in(), read() and one data type, a tuple.  Tuples are a set of 
ordered typed fields, where each field may either contain a value, or be undefined.  
The primitive ‘out’ puts a tuple into an abstract space, the tuplespace, which is visible 
to all processes.  The ‘in’ and ‘read’ processes remove or copy a tuple, respectively, 
from the space that matches a template tuple where explicit values are used for some 
fields, and wild cards for others.   

Gelernter and Carriero assert that providing a coordination mechanism separate 
from the computational language provides two key features: portability, by providing 
a computation language independent mechanism of coordination, and support for 
heterogeneity by allowing devices and applications to coordinate with one another 
even if they are based on different hardware or languages.  Further, providing a 
general-purpose coordination language like Linda, as opposed to many specialized 
ones, is economical, because programmers need learn only one coordination language, 
and provides flexibility, since it can be used to express any style of coordination. 
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2.2 Tuplespace Advantages for Interactive Workspaces 

These same features of tuplespaces, portability, heterogeneity, economy and 
flexibility, are the same as ones we identified as being important for an interactive 
workspaces coordination model.  This makes the tuplespace model a good starting 
point for such a model.  Simplicity, ease of coordination, and good robustness and 
failure isolation properties are other important features for an interactive workspace 
coordination model, and characteristics of the tuplespace model. 

First, tuplespaces are simple and flexible, and are therefore easy to deploy on many 
devices and platforms.  Since there are only three primitives, it is fairly simple to port 
the interface to new platforms.  This also makes it easy to add support for tuplespaces 
into the code base for existing applications, or to make wrappers to programmatic 
interfaces for applications that have no source code.  With tuplespaces, coordination 
state is stored in the infrastructure instead of in individual clients.  This property is 
another one that makes client code small and straightforward to implement for new 
platforms and devices, even relatively impoverished ones.  Since tuplespaces are 
general-purpose, other coordination types can be implemented on top of it if they are 
more appropriate for some task.  For example RPC can be implemented as two 
tuplespaces calls on the calling process, and two on the callee.  Finally, while 
marshalling and un-marshalling are required, the tuplespace code running on the 
client need only implement marshaling into and un-marshaling from the basic tuple 
format. 

Tuplespaces also support easy coordination among multiple applications, including 
the ability to adapt applications not originally designed to work together.  Multicast 
communication between disparate groups of devices and applications is easy since 
multiple applications can get a copy of the same tuple if they all match for it.  The 
rendezvous mechanics for applications are also straightforward, and are aided by the 
following three key features: 

• Anonymous communication:  There is no need to explicitly rendezvous 
applications—as long as two applications understand the same event types they 
will automatically coordinate with each other. Users can bring up applications on 
the display they want in an interactive workspace and they should coordinate 
correctly. 

• Interposability:  Since tuples are public and indirectly sent between applications, 
an intermediary can pick up a tuple from a source and put back one or more tuples 
of different types which will cause the appropriate action in a receiver or receivers 
[14].  This allows applications not originally intended to work together to 
coordinate. 

• Snooping:  The tuplespace model allows one component to  snoop on tuples being 
sent among other components without impinging on their behavior.  Information in 
that tuple can then be used to affect the local behavior of the snooping application.   

Failure isolation in tuplespaces is naturally achieved since receivers and senders don’t 
directly interact.  As long as the tuplespace infrastructure can tolerate failure in 
clients, a client should not cause others to fail.  Tuples also persist, decoupling 
applications in time as well as space.  Applications can therefore retrieve 
communications even if they were transmitted while they were down.  This 
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persistence also makes it more difficult to create application ensembles that are 
dependent on start up order since all tuples will remain in the tuplespace until the 
appropriate party starts and picks it up. 

Tuplespaces do, however, have some well known drawbacks.  Scaling is an issue 
since all participants communicate through a shared medium.  For the interactive 
workspace domain this is not a big problem since workspaces will only contain on the 
order of 10s of users and 100s of individual processes.  The decoupled nature of the 
tuplespace means that all communication takes two hops.  Our intent to provide 
coordination between applications over human-scale latencies and the speed of 
current computers and networks combined have meant that this is not a problem for 
us.  Also, in [7] it has been shown that a properly implemented tuplespace will adapt 
over time to have the same number of hops (one) over time as a message-passing 
system, and a similar analogy could be made for RMI/RPC, so we don’t believe the 
latter is a fundamental problem with the tuplespace model. 

2.3 Adapting Tuplespaces for Interactive Workspaces 

While the tuple space model is a good general-purpose system for coordination, we 
found that certain extensions were necessary for the interactive workspaces domain: 

Self-describing Tuples:  Since ensemble components aren’t necessarily designed 
to work together, it is important to have tuples be self-describing so users can figure 
out the intent of tuples by browsing through the tuplespace.  This specifically means 
that every field has a name in addition to the standard type, and data.   

Flexible Typing:  In the standard model, the number of fields in a tuple and the 
order of fields is significant.  For flexibly typed tuples, both field order and event size 
are ignored and matching is done by name instead.  This allows applications to create 
extensions to standard event types that include extra information without breaking 
older applications.  This is important since the collection of hardware and software in 
use is continually evolving.  We have used it in the iRoom to add flags to tuples to 
support devices with new capabilities without breaking compatibility with deployed 
applications. 

Typed Tuples:  In part as a side effect of using flexible typing, and in part because 
application writers won’t necessarily coordinate tuple structure, tuple fields with the 
same name will not always have the same semantic meaning.  For example, ‘xPos’ 
may be a screen offset in one application and a position in a 3D model for another.  
This problem can be avoided by including in all tuples a ‘TupleType’ integer field 
which implies the presence of certain fields and the semantics of those fields.  This 
provides a useful compromise between strong and weak typing.  A problem still exists 
when application writers choose the same ‘TupleType’ value for tuples with 
dissimilar semantics, but having type greatly reduces the problem of name collision. 

Tuple Sequencing:  Traditionally, if multiple tuples exist that match the template 
tuple on a ‘read’ or ‘in’ operation, any of the matching tuples can be returned.  Tuple 
sequencing means that receivers always get the earliest matching tuple they haven’t 
seen yet.  Sequencing insures that applications requesting state change tuples will get 
tuples exactly once, and in order, rather than fetching the same tuple repeatedly.  
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Since applications may sometimes want to peek at tuples, a ‘snoop’ method is needed 
to return copies of all matching tuples without effecting sequencing.  

Expiration of Tuples:  Since sources and receivers are decoupled, a source need 
not have a receiver to continue running.  This may cause tuples to build up in the 
tuplespace, and for a real world system this means that the performance steadily 
decreases.  To ameliorate this problem, all tuples should be given a ‘TimeToLive’ 
field that specifies how long they will persist in the tuplespace before being “garbage 
collected.”  The expiration also facilitates human time-scale inter-application 
coordination by preventing action upon a submitted tuples long after the triggering 
occurrence.  Thus, tuples should expire after a human would no longer expect the 
causal action to take place.  For example, a light should turn on within a few seconds, 
or not at all—turning on hours or days later when some key component comes back 
on line but users have forgotten about the request is not acceptable. 

For an interactive workspace, we want users to be able to dynamically compose the 
application components they are using into an ensemble, which differs from the 
original intended use of tuplespaces: to construct a set of applications designed from 
the ground up to act as an ensemble.  In our case, the programmer doesn’t know in 
advance with which other applications their component will be coordinating.  By 
adding typed, self-describing events, and using intermediation and snooping, the 
tuplespace model is adapted to help support this sort of dynamic composition. 

2.4 Design Alternatives 

The tradeoffs between tuplespaces and other coordination mechanisms are well 
known, and our main contribution is to identify tuplespaces as well suited to 
interactive workspaces.  We also considered publish-subscribe, RMI/RPC, and 
message passing systems. 

Publish-subscribe provides many of the same advantages as tuplespaces.  One 
difference is that events in publish-subscribe systems have no persistence, so there is 
no inherent way for restarting applications to pick up recent events.  This makes it 
more difficult to keep things running through a failure.  In some publish-subscribe 
systems, receivers also need to track new senders to decide whether or not to 
subscribe, while for a tuplespace blocking on a match will get you the appropriate 
tuple, be it from an old or new source.  Finally, for efficiency most publish-subscribe 
systems only broadcast events when there are receivers.  This makes it more difficult 
to snoop on what sorts of tuples are currently, or have recently been sent. 

Both RMI/RPC and message passing suffer from a similar set of drawbacks in the 
interactive workspaces domain when compared to each other.  Like publish-subscribe, 
there is no temporal persistence to coordination.  In RMI/RPC, language 
independence is more difficult since different languages have differing method call 
protocols.   For both RMI/RPC and message passing, either the method interface or 
message format, respectively, needs to be agreed upon ahead of time by all parties, 
and working around this requires explicit adaptor processes.  Since communication is 
direct, getting programs not designed to work with each other to rendezvous is more 
difficult.  In particular snooping and intermediation are not very well facilitated by the 
basic coordination model.  Finally, for both of these models it is easier for ensemble 
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writers to create start up order dependencies if calling processes or a message-
generators are not programmed to retry if the target process is not yet started to 
receive the call or message. 

3 The Event Heap Implementation 

The Event Heap is our implementation of a tuplespace based coordination system for 
interactive workspaces.  It is built on top of TSpaces from IBM [24], a Java based 
tuplespace system that includes many extensions to the basic tuplespace model.  One 
feature of TSpaces tuples is that they can be self-describing—one of the key 
extensions we identified for using a tuplespace in an interactive workspace in section 
2.3.  The TSpaces system is client-server based with the actual state of the tuplespace 
stored on the server machine.  While the TSpaces server is a single point of failure, 
individual Event Heap client applications automatically reconnect if the server goes 
down and is restarted.  This combined with a dedicated web server that handles 
requests to restart the TSpaces server and other Event Heap server applications 
minimizes the problems with server failure.   

In the Event Heap, therefore, tuples are called events.  This reflects their intended 
use as a means of notifying other applications in the workspace of an occurrence, or 
of requesting that other applications update their state or perform some task, and 
emphasizes that, as described in section 2.3, the semantics are somewhat different 
than that of classic tuples.  In the remainder of the paper the term event will be used 
when referring to tuples in the Event Heap, and tuple will be used to refer to the 
standard Linda-style tuple.   

Due to the relatively high latencies (100 ms to 1 s) we see from the TSpaces 
system, the current version of the Event Heap is used primarily for coarse high-
latency coordination between applications running in the iRoom.  Nonetheless, there 
is a need for coordination within the workspace on a finer scale, for example to route 
mouse/pointer events between different devices.  We have written a system for fast 
routing of events in these cases and in fact use it for a flexible mouse and pointer re-
routing system we use in the iRoom.  We contend that the Event Heap could be 
combined with this fast path to create a single system that would be able to handle 
both the current coarse-coordination, and the lower latency domains. 

3.1 Event Format Description 

The basic event used by the Event Heap is a TSpaces tuple with certain mandatory 
fields.  As mentioned in section 2.3, flexible typing provides several advantages in the 
interactive workspace domain, so we ignore field order and tuple size in performing 
matching.  This means that fields are always referred to by name and type rather than 
their index in the tuple. 
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Table 1. Standard Event Heap Fields 

 
Field Name Field Type Meaning 
EventType Mandatory A string that uniquely identifies an intended 

event type, and is associated with the declaration 
of extra fields associated with this type. 

SourceID Mandatory The unique identifier of the sender of this event. 
TimeToLive Mandatory Milliseconds after submission when the event 

will be removed. 
EventName Optional A plain-english description of this event type. 
PersonID Optional An identifier for the human who generated or is 

associated with this event. 
GroupID Optional The application group for which this event is 

intended. 
TargetID Optional The ID of the desired target of this event.  May 

or may not be the SourceID of the target. 
EventHeap 
Version 

Internal The version type of this event.  Used to 
differentiate fields used and semantics between 
versions. 

SessionID Internal Used for sequencing events. 
SequenceNum Internal Used for sequencing events. 

In addition to EventType (previously referred to as ‘TupleType’) and TimeToLive 
which were mentioned in section 2.3, there are several other standard fields.  These 
fall into the categories of mandatory, internally used and optional.  Table 1 lists these 
fields, and briefly describes their use. 

3.2 Event Retrieval 

The Event Heap provides additional operations to retrieve events beyond the basic 
operations of ‘out’ and ‘read.’  There are non-blocking versions of the basic calls, and  
all of the calls will accept an array of template events and return an event that matches 
one or more of these.  Finally, there is a ‘snoopEvents’ call which retrieves events 
without effecting sequencing.   
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Table 2. Event Heap Communication Types 

 
Comm. Type Effect Fields to Set 
Dedicated-Receiver Receives from specific 

source(s) 
SourceID of receiver 

Dedicated-Source Sends to specific receiver(s) TargetID of source 
Dedicated-Link Send between specific source 

and receiver 
SourceID of receiver 
and TargetID of source 

Constrained to Group Events only seen within app 
group 

GroupID of all apps in 
group 

Restricted by Person Receive only events created 
by one person 

PersonID of receiver 

Control over which applications receive certain events can be accomplished by having 
event sources set the SourceID, TargetID, GroupID and PersonID to specific values, 
and having clients match on specific values for those fields.  For example, a client can 
receive from a specific source by setting the SourceID field in their template event to 
a value corresponding to the source from which they desire to receive the event.  A 
variety of communication modes are possible depending on how the fields are set, as 
shown in Table 2. 

3.3 Event Sequencing 

To perform sequencing, each source tags every generated event with a SourceID, a 
SessionID, and a SequenceNum (sequence number).  The SourceID needs to be 
unique among all sources participating in the Event Heap, and may be either specified 
by the application, or assigned automatically.1  The SessionID is chosen randomly 
every time a source is instantiated, and is used to differentiate between events from 
before and after an application restart.  SequenceNum starts at one and is incremented 
for each new event of a given type submitted during a given session. 

On the receiver side, sequencing is accomplished using the query syntax of 
TSpaces, which allows database-like queries to find matching tuples.  For every 
source and event type, receivers keep track of the session ID and sequence number of 
the most recently retrieved event.  In addition to querying to match the application 
specified field values, when an event is retrieved the client code queries for events of 
the given type that are either from new sources, from current sources with a new 
session (which have presumably restarted), or are from a current source and session, 
but have a higher sequence number than the last seen event of this type from the given 
source.  This combined with TSpaces FIFO option insures that applications will 
always receive the earliest event that is newer than the last event of the given type that 
was retrieved. 

                                                           
1 Automatic assignment is done by choosing a random integer value between 1 and 2 billion, 

which is assumed to be virtually unique.   
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3.4 Integrating Diverse Programming Environments and Devices 

A key design goal is supporting a heterogeneous collection of machines and legacy 
applications.  To do so, we have implemented a variety of ways for applications to 
access the Event Heap as shown in figure 3: 
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TSpaces (cli)
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(Python)

The Event Heap

 
Fig. 2. Methods of Accessing the Event Heap 

The main implementation of the Event Heap is in Java, which is also the native 
language for TSpaces.  Other pathways are implemented as wrappers of the Java 
version in the native language, thus there is only one code base where actual client 
logic is maintained.  The total size of the Event Heap extension set to TSpaces is 
about 15KB, so it is deployable to most devices.  We also provide a web pathway that 
lets users encode event submission in URLs on web pages.  This works via HTTP 
form submission to a Java servlet, and has allowed many basic interactions to be 
easily prototyped by simply creating a web page with the appropriate event 
submission URLs.  In particular this path has proven useful in allowing PDAs to 
participate in controlling the iRoom, since even Palm-type devices have web browsers 
available today (for example the ProxiWeb [15] browser).  

Using the currently available paths and software API’s, the Event Heap is currently 
supported in some form on Windows, Linux, Palm OS, and Windows CE.  

4 The Event Heap In Practice 

In this section we present some applications built on the Event Heap that we use in the 
iRoom and relate some of our experiences with the robustness, extensibility, and 
portability of the Event Heap over the year and a half or so it has been in service. 
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4.1 Applications 

Ten to twenty applications have been written which use they Event Heap since we 
deployed the first version.  In this section we share some exemplary applications—
Multibrowsing, SmartPresenter and the CIFE Suite—that demonstrate how the Event 
Heap is able to facilitate coordination and provides the desirable features we outlined 
in the introduction. 

Multibrowsing 
Multibrowsing is a system that allows one to call up web pages or other data on any 
machine in the iRoom by submitting a multibrowse event.  Each machine that is a 
valid target for multibrowsing runs a multibrowse daemon that waits for events with 
its TargetID, and then executes the command embedded within.  Since the daemon 
uses Windows shell extensions to execute commands, URLs are brought up in the 
default web browser and any other file based data is opened in the appropriate 
application.  Executable applications can also be submitted, in which case they are run 
by the multibrowse daemon.2   

Using the web path to the Event Heap, users are able to encode requests as links on 
web pages to pull up other web pages, data, or applications on the other machines in 
the iRoom.  We also have a script/plug-in that works with Internet Explorer and 
allows users to redirect the current page, or the target of a hyperlink to any display in 
the iRoom using the right-click menu.  Finally, there is a Java applet that allows users 
to drag content from any machine running a web browser to an iconic representation 
of the displays in the room, causing the information to brought up on that display. 

Currently most multibrowse content and applications are designed only for the 
iRoom, so URLs and other hard-coded triggers for multibrowse event submission are 
not portable to other environments.  Due to the ability to intermediate, however, we 
were able to construct mbforward, a simple application that picks up multibrowse 
events with a certain set of TargetIDs and automatically routes them to different 
machines.  Using this mechanism the CIFE group [12] has been able to demonstrate 
multibrowse scenarios tailored for the iRoom on a set of laptops for demonstrations in 
other locations. 

SmartPresenter 
SmartPresenter is a multi-display, multi-object presentation program for interactive 
workspaces. While traditional presentation programs coordinate the display of slides 
across time, SmartPresenter coordinates the display of information across both time 
and display surfaces.  For example, a presentation might specify that at time-step 4, 
slide 17 from a Power Point presentation be shown on the left touch screen, a 3-d 
model be displayed on the high-resolution front screen, and web pages be displayed 
on the other two touch screens. 

The presenter application proper is written in Java and can be run anywhere in the 
iRoom.  It reads a stored script that specifies which events are to be sent at any point 
during the presentation.  It waits for presentation control events telling it to advance, 

                                                           
2 This is a security hole, but we minimize the risk by fire-walling the iRoom sub-net. 
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step backward, or jump to some specific point in the presentation, and then sends the 
events appropriate for that point in the presentation. 

Each machine with a display in the room runs a viewer daemon which responds to 
viewer control events by loading the specified information.  There is special support 
for PowerPoint which has been wrapped using Microsoft Office Automation [4], a 
programmatic interface to control applications in the Microsoft Office suite.  The 
wrapper allows the viewer to explicitly call forward, backward and build commands.  

Event Heap
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Application

Presentation Control
Events

Viewer Control
Events,

Multibrowse Events

Multibrowse
Servlet

Presentation Control Events

Presentation Control Events

Browser

HTTP Post
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1
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Viewer Control
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Wireless
Buttons
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Applet

Snoop Viewer Control
Events

 
Fig. 3. Application Paths into the Event Heap 

We can also construct an audience applet which allows users on a laptop to snoop on 
the presentation control events and display presentation content on their laptop.  
Figure 4 shows how all the pieces fit together.  Note that view control and 
multibrowse are the only type of event shown, but theoretically any event can be 
emitted by the presenter application. 

The SmartPresenter application demonstrates several of the important features of 
the Event Heap: 

• Composability:  By creating one presenter application any number of Event Heap 
enabled applications can be coordinated to create a presentation—this includes 
applications that have not yet been created. 

• Fault Isolation:  A presentation may continue even if one of the data viewers or 
event receivers is down, although clearly that specific desired action will not take 
place. 

• Snooping:  Without the master presenter or any of the specific data viewers even 
being aware, the audience applet will allow users to follow the presentation from 
their laptops. 

• Adaptability:  PowerPoint was enabled as an Event Heap target by wrapping it 
with a simple Event Heap program that translated events to actions in PowerPoint. 
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While SmartPresenter was only recently completed, the ease of coupling applications 
and devices through the Event Heap has already allowed us to extend it.  We have a 
set of wireless buttons in the iRoom that can be bound to any event, and we found that 
we were able to make a presenter control by simply binding the advance presentation 
event to one button, and reverse to another.  Now presenters can walk around the 
iRoom as they present, returning to the main web-based controls only if they need to 
jump to a specific point in the presentation. 

The CIFE Suite 
The CIFE group [12], who inspired our scenario from section 1.1, are a group of civil 
engineers working on construction management.  They designed a set of viewers for 
their data that could be run on the various displays in the room: 

• A construction site map that allows the selection of various view points in the 
construction site and then emits an appropriate view change event. 

• A “4D” viewer that shows a 3D model of projected state of the construction site for 
any date during construction. It responds to events that change the view, select 
objects and zones (e.g. building 3), and change the date for the current model view. 

• Another map viewer that highlights zones based on zone selection events. 
• A web based viewer that displays tables of construction site information and emits 

zone and date selection events as table information is selected and listens for the 
same events to select information in the table. 

All of the applications are essentially stand-alone, but communicate through the Event 
Heap.  The 4D viewer was designed for use on a single-PC and was modified to use 
the Event Heap by adding around 100 lines of code.  Since they use common event 
types, the various components of the suite retain their ability to coordinate while still 
being able to be brought up on any screen in the room. Since the components are 
loosely coupled, if no event source is running, or there is no event sink, it does not 
affect any of the application components currently in use.  Much of the CIFE 
application is essentially plain HTML using the web event submission path; only the 
custom 4D viewer and the zone map viewer were coded specifically to communicate 
with the Event Heap, using the C++ and Java versions of the Event Heap, 
respectively.  To implement the top-down map mentioned in the scenario in section 
1.1, the map and previews of the desired views were created in Macromedia Flash 
[13] with embedded URLs triggered by selecting a region of the map.  This made it 
possible to create this new application with a minimum of development time. 

Using the components they have constructed they have created a demonstration 
scenario that works almost exactly like the one presented in section 1.1. 

4.2 Experience With Robustness, Extensibility and Portability 

Three of our goals for our coordination infrastructure were robustness, extensibility 
and portability.  Since both TSpaces and Java are still rapidly evolving products, they 
are not as inherently robust as would be ideal.  Still the system has been remarkably 
stable.  While individual machines or the interactive workspace daemons on the 
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machines have failed on many occasions, the rest of the infrastructure has continued 
to function correctly.  TSpaces can become unstable under high tuple loads and after 
certain transaction sequences.  The automatic client-reconnect and quick web path to 
restart the TSpaces server and Event Heap servlets have meant that it seldom has 
taken more than a few minutes to get the infrastructure back up and running after a 
problem.  We have recently done some work on modular re-startability [6] that we 
hope to apply to the iRoom to make the system even more robust. 

The Event Heap system has also worked out well for us in terms of extensibility 
and adaptability to new platforms and legacy applications.  The Python port took only 
a week or so for one graduate student to complete.  The Event Heap servlets were 
similarly straightforward, although they took slightly longer to complete due to a lack 
of familiarity with Java servlets.  We were able to create a wrapper for PowerPoint 
using Microsoft Office Automation that took less than a day once we figured out 
Office Automation.  Now that we have standard template code for integrating OLE 
applications it should be easy to make most Windows applications valid interactive 
workspace components.  

So far we have the least experience with portability since there are not many 
interactive workspaces in existence.  The CIFE group has been able to take the CIFE 
suite on the road with the aid of the mbforward tool for rerouting multibrowse events.  
The Stanford Learning Lab (SLL) has done a preliminary deployment of the Event 
Heap and has the multibrowsing system up and running in their interactive workspace.  
We have just completed and successfully tested a set of three Windows installers, one 
for developers, one for interactive workspace client machines, and one for an 
interactive workspace server machine.  The latter two can be used to set up an 
interactive workspace with multibrowsing and projector control, and the former 
allows a programmer to create an ‘interactive workspace on a machine’ to use for 
development.  We plan on deploying this to select groups inside and outside Stanford 
in the coming months, and eventually plan on providing the system as Open Source 
for anybody to download and use. 

5 Lessons and Suggestions For Future Work 

5.1 Alternative Implementations 

TSpaces provides a powerful tuplespace framework, but has a relatively high latency, 
particularly when using querying (which we use for sequencing).  It has been 
suggested to us [17] that using a high-performance, off-the-shelf commercial database 
would likely solve the performance problem, and give us persistence for free.  We are 
investigating this option, but we note that fast restart is an important property for high 
availability in our system; most moderately-priced commercial systems do not 
necessarily afford this property.  We are also considering adding event streams to the 
Event Heap API, and using our event-fast path system under the covers to insure these 
streams have low latency.   
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5.2 Open Research Issues 

We plan to investigate the effects of flexible typing in this system, with the ultimate 
goal of producing a systematic framework for event intermediation to enable ad-hoc 
interactions as described in [14].  Clearly we also have a problem with collision on the 
EventType field between application writers that do not coordinate.  For a single 
interactive workspace with a tight knit community this hasn’t been a problem, but it 
needs to be addressed before our infrastructure can be widely deployed. 

We also plan to construct a set of flexible Event Heap managers to control 
application composition and coordination, both automatically and via human 
intervention, for arbitrary ensembles of Event Heap enabled applications.  

Security is an unaddressed problem, in part because we lack a social model to 
indicate what security mechanisms would be appropriate in collaborative settings: 
There is a tradeoff between user convenience and authentication as is typical in 
security systems.  To complicate matters, our legacy-OS building blocks have 
differing security models.  Currently our security model is to firewall off the room, 
and keep it physically secured, while giving users in the iRoom, who are assumed to 
be trusted, full access. 

We are starting to investigate tele-connection of interactive workspaces—in fact, 
the Stanford Learning Laboratory [20] is already starting experiments connecting their 
prototype interactive workspace to our own.  We envision that each connected 
workspace will have its own separate Event Heap, with selective communication of 
certain events across heaps.  We suspect that some sort of ‘meta-Event Heap’ might 
be a useful abstraction, with coordination between Event Heaps in different 
interactive workspaces being analogous to coordination between processes running on 
machines.   

6 Related Work 

A large number of interesting and complex, yet non-interoperable, projects ([2][3][5] 
[8][21]) are investigating room or work-area based ubiquitous computing.  Each has 
uncovered important insights in ubiquitous computing but have yet to propagate and 
deploy them significantly beyond the project’s boundaries. 

Two such project are the MIT Intelligent Room project and Microsoft Research’s 
Easy Living project [5].  They are both looking primarily at how to incorporate 
intelligence into ubiquitous computing rooms.  For example, networks of observers 
should be able to track where you are in a room, and do the appropriate thing based on 
voice commands and gestures.  MIT’s infrastructure framework is called metaglue [8] 
and is based on agents written in Java.  Coordination between agents is done using 
RMI, but standard interfaces and automatic mechanisms for composing agents 
together are provided.  The Easy Living project currently only provides ad hoc 
mechanisms for extending the capabilities of their environment.  Neither project 
focuses on addressing dynamic heterogeneous environments, and our project is not 
attempting to build intelligence into the environment. 
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The i-Land project [21] at Darmstadt is investigating a physical environment that is 
almost identical to the one we have set up in the iRoom.  They are focused more on 
design and human computer interaction concerns for room and building based 
ubiquitous computing.  They use a Smalltalk based framework called COAST [16], 
which was originally designed for computer supported collaborative work (CSCW) 
among geographically distributed users each at their own computer.  As far as we 
know applications must be written from scratch using this framework in order to run 
in their room, and applications must be designed to coordinate with one another. 

The Portolano project at the University of Washington is exploring how to enable 
working environments with computer infrastructure. Their current work is on an 
instrumented and enhanced biology lab workbench [3].  Their One.world [10] world 
infrastructure aims to enable pervasive computing in general, and it may be possible 
to build a future version of the Event Heap on top of their system. 

Jini [22] provides a rendezvous mechanism for Java-based entities to begin 
coordinating with one another when they connect to a new network.  It plus Java RMI 
could serve as a coordination model for an interactive workspace, but would have the 
drawbacks of RMI mentioned in section 2.4.  A related technology is JavaSpaces [18], 
which is similar to TSpaces, but with simpler semantics.  Like TSpaces, JavaSpaces 
implements a tuplespace in the Java environment.  We chose to use TSpaces since we 
needed its querying semantics for sequencing, but we believe the Event Heap could 
also be easily built on top of the JavaSpaces system.   

In [11], Hasha describes some of the requirements for a distributed object OS, 
mostly in his case for controlling homes filled with smart appliances, sensors and 
input/output devices.  His proposal to use publish-subscribe meshes well with the 
function of the Event Heap, although we believe the temporal persistence of 
tuplespaces make them slightly more useful than publish-subscribe. 

7 Conclusions 

Ubiquitous computing is fast becoming a reality as portable and embedded hardware 
along with wireless networking become more common.  Unfortunately the software 
platforms for coordinating interaction across devices are not as mature.  We looked 
specifically at an interactive workspace, which is a room or similar environment with 
embedded computational capabilities, and a heterogeneous collection of applications 
and devices.  We chose the tuplespace model as an appropriate general-purpose 
coordination system for interactive workspaces due to its portability, extensibility, 
flexibility, and ability to deal with heterogeneous environments.  We identified 
several key extensions to the basic tuplespace model for this domain: self-describing 
tuples, flexible typing, typed tuples, tuple sequencing, and tuple expiration.  To 
validate our choice we have implemented the Event Heap, a system built on IBM 
TSpaces that adds the aforementioned extensions.  The system has been in use in our 
prototype environment, the iRoom, for over a year and a half, and many application 
ensembles have been created and successfully run in the space.  Our experience 
suggests that the loosely-coupled nature of a tuplespace model makes it ideal for an 
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interactive workspace, and we propose that it would work well for many other 
ubiquitous computing situations.  
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