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Abstract

Few real-world applications of mobile ad hoc networks have
been developed or deployed outside the military environment, and
no traces of actual node movement in a real ad hoc network have
been available. In this paper, we propose a novel commercial ap-
plication of ad hoc networking, we describe and evaluate a mul-
titier ad hoc network architecture and routing protocol for this
system, and we document a new source of real mobility traces to
support detailed simulation of ad hoc network applications on a
large scale. The proposed system, which we call Ad Hoc City, is a
multitier wireless ad hoc network routing architecture for general-
purpose wide-area communication. The backbone network in this
architecture is itself also a mobile multihop network, composed of
wireless devices mounted on mobile fleets such as city buses or
delivery vehicles. We evaluate our proposed design through sim-
ulation based on traces of the actual movement of the fleet of city
buses in the Seattle, Washington metropolitan area, on their nor-
mal routes providing passenger bus service throughout the city.

1. Introduction

In an ad hoc network, mobile nodes self-organize to form
a network without the need for infrastructure such as base
stations or access points. Each mobile node acts as a router,
forwarding packets on behalf of other nodes, creating “mul-
tihop” paths that allow nodes beyond direct wireless trans-
mission range of each other to communicate. Routing pro-
tocols for ad hoc networks must discover such paths and
maintain connectivity when links between nodes in these
paths break due to factors such as node motion or wireless
propagation and interference changes.

Few real-world applications of mobile ad hoc networks
have been developed or deployed to date outside the mili-
tary environment, and as a result, no traces of actual node
movement in a real ad hoc network have been available
for ad hoc network routing protocol simulation studies.
The vast majority of performance evaluations of ad hoc
network routing protocols have used randomized node mo-
bility models (e.g., [1-3, 12, 13, 22, 23, 27, 34]).

In this paper, we make three primary contributions:
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e We propose a novel commercial application of ad hoc
networking, which we call Ad Hoc City. Ad Hoc
City is a scalable, multitier ad hoc network architec-
ture, consisting of a small number of wired base sta-
tions plus a mobile multihop wireless backbone, serv-
ing mobile users over a metropolitan area; the back-
bone nodes are implemented on mobile fleets, such as
city buses and delivery vehicles, which already cover
the area of a city in both space and time.

o We document a new source of real node mobility traces
to support large-scale realistic simulations of ad hoc
network routing protocols. We acquired several week-
long traces of the movement of the fleet of city buses in
Seattle, Washington, on their normal routes providing
passenger bus service throughout the city.

e We describe a routing protocol for the Ad Hoc City
architecture, which we evaluate using these real mo-
bility traces which include 750 to 850 mobile nodes.
Our routing protocol, called C-DSR (Cellular DSR), is
an extension of the Dynamic Source Routing protocol
(DSR) [23].

The original DSR protocol is an on-demand routing pro-
tocol for ad hoc networks that has been shown through
earlier simulations to perform well [2], but DSR was not
designed for the hierarchical, multitier architecture of the
Ad Hoc City system and has not been used with networks
of the size used in our simulations based on the city bus fleet
of Seattle. We have modified the operation of DSR to sup-
port the scalable on-demand routing needed in our system.
C-DSR is consistent with the design philosophy of DSR and
operates entirely on-demand.

We simulate the performance of the Ad Hoc City
network mobile backbone with C-DSR using our move-
ment traces of the Seattle city buses. In our simulations, the
buses represent mobile nodes forming the wireless mobile
backbone of the Ad Hoc City architecture. The number of
network nodes, including mobile nodes (buses) and 8 base
stations, present in our simulations varies between 750 and
850. This network provides wireless service to an area of
approximately 5000 square kilometers (2000 square miles).
Our simulations show that the system performs well; C-
DSR successfully delivers over 96% of the originated data
packets, with average delivery latency of around 86 ms.

Section 2 of this paper describes related work. In
Section 3, we present an overview of our Ad Hoc City
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network architecture. Section 4 summarizes the standard
operation of the Dynamic Source Routing protocol (DSR),
and Section 5 presents the design of C-DSR. In Section 6,
we describe the real movement traces that we collected to
enable evaluation of Ad Hoc City. We discuss our eval-
uation methodology in Section 7 and results in Section 8.
Finally, we conclude with Section 9.

2. Related Work

Qiao et al. [29] presented an architecture for enhancing
cellular networks called iCar, in which wireless relay sta-
tions are placed on the borders between cells and are used
to improve the load balancing of the traffic among the cells
and to decrease call blocking. Hsieh et al. [15] also pro-
posed a system for enhancing a cellular network with ad hoc
network routing, in which nodes use ad hoc routing to reach
the base station along multiple hops and switch to cellular
operation when the bandwidth available in ad hoc mode is
lower than that achievable in cellular mode. Unlike these
proposals, the system we present in this paper does not
use the traditional cellular protocols but instead utilizes an
ad hoc network backbone itself composed of mobile wire-
less nodes.

There have been several proposals for a hybrid cellular
and ad hoc networking infrastructure in which nodes within
a cell use ad hoc network routing to reach the base station
responsible for the cell [14, 16, 17, 25]. These proposals
focus on the design and performance of the hybrid system
within a single base station cell, however, and do not dis-
cuss the routing mechanisms for roaming between different
cells.

A number of approaches have been proposed for con-
necting an ad hoc network to the Internet (e.g., [26, 31—
33]). For example, Maltz et al [26] described an implemen-
tation connecting an ad hoc network running the Dynamic
Source Routing protocol (DSR) [23] to the Internet, using
Mobile IP. Their approach allows for roaming of nodes
between different ad hoc network clouds and between an
ad hoc network cloud and the Internet, and uses subnetting
to distinguish between nodes in different ad hoc network
clouds. This addressing scheme is more suitable when mo-
bile nodes roam between ad hoc network clouds only occa-
sionally and spend most of their time in their “home cell.”
In this paper, on the other hand, we assume that nodes may
roam between different cells on a regular basis, and that they
do not have a “home cell.” In addition, though our architec-
ture supports communication between an ad hoc network
and the Internet, our emphasis is on on-demand routing
within the ad hoc network.

The most commonly used mobility models proposed for
use in simulations of routing in ad hoc networks are based
on random mobility patterns (e.g., [1-3, 12, 13, 22, 23, 27,
34]). These models rely on probability distributions to de-
termine the location, speed, and direction of each mobile
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Figure 1: Example of the Ad Hoc City Architecture

node or groups of nodes in the network. Some models
of vehicular motion have also been proposed in the liter-
ature to model the movement of cars on highways based
on driver behavior models (e.g., [4, 10]). Though such
movement models are important for routing protocol per-
formance analysis, they may not accurately represent real
mobility of individual nodes. The movement scenarios pre-
sented in this paper, on the other hand, are based on real
traces of the motion of buses on their regular routes in
Seattle, Washington. These traces allow us observe protocol
performance in a more realistic setting.

3. Ad Hoc City Overview

Ad Hoc City is a multitier wireless ad hoc network rout-
ing architecture for general-purpose wide-area communica-
tion. The backbone network in our architecture is composed
of wireless devices mounted on mobile fleets, such as the
city buses or delivery vehicles within a city. These vehicles
cover the area of the city in both space and time, and can be
organized in a multihop wireless ad hoc network backbone
that provides network access and general communication
services throughout the city. In addition, in the Ad Hoc City
architecture, several fixed base stations, with which nodes
can communicate over multihop paths, are sited throughout
the metropolitan area; these base stations improve ad hoc
network routing scalability and provide Internet connectiv-
ity. Individual mobile users within the city can commu-
nicate over this architecture using devices such as laptops,
PDAs, or future cellular phones, to connect to the Internet or
to communicate with each other. An example of the Ad Hoc
City architecture is illustrated in Figure 1, with the routes
shown between several mobile users.

By using mobile fleets as a network backbone, deploy-
ment of the Ad Hoc City infrastructure is greatly simpli-
fied. For example, no fixed sites for these backbone nodes
need to be purchased or leased; maintenance is simplified,
since the vehicles naturally return to a base or headquarters
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as part of their normal route, thus obviating the need for a
technician to be dispatched to a remote site and avoiding
the need for equipment to access places that are difficult to
reach such as poll tops. In addition, the effect of physical
failure of any backbone node is lessened, as it is averaged
over the area of the vehicle’s route, and other vehicles in the
mobile fleet will naturally fill in most coverage gaps caused
by the failure. The only fixed part of the network infrastruc-
ture is a small number of base station nodes, and due to the
multihop routing capability of the ad hoc network mobile
backbone nodes, placement of the fixed base station nodes
is significantly simplified over traditional architectures such
as cellular systems; exact placement, for example involving
topographical surveys, is not necessary. The use of ad hoc
network routing contributes to the robustness and adaptive-
ness of the system relative to traditional cellular systems, as
the routing protocol is able to adapt to changes in network
topology and node failures, as well as to route around con-
gested areas of the network.

4. DSR Overview

The Dynamic Source Routing protocol (DSR) [23] for
wireless ad hoc networks operates entirely on-demand.
DSR transmits routing packets only when a node tries to
send packets to another node for which it does not have a
route in its Route Cache, or when a route that a node is
using breaks while the node is actively using this route to
forward packets. As a result, DSR only reacts to topology
changes that affect routes that are actively being used, and
only incurs overhead in response to actual communication
demands in the network.

DSR does not create any forwarding state in the network;
instead, the complete sequence of hops along the path to a
destination is stored as a source route in the routing header
of each packet. Source routing provides three main bene-
fits: packets easily always follow a loop-free path, forward-
ing behavior is extremely simple, and each node forwarding
or overhearing the packet can harvest routing information
from the packet’s source route.

DSR employs two basic mechanisms, Route Discovery
and Route Maintenance. To discover a route to the destina-
tion of a new packet for which the sender does not currently
have a route, the sender initiates Route Discovery; to de-
tect that a route being used for a packet no longer works,
Route Maintenance is used. During Route Discovery, in its
simplest form, the source node floods a ROUTE REQUEST
packet. When the REQUEST reaches the destination for
which the route is needed, the destination returns the dis-
covered route back to the source in a ROUTE REPLY packet,
along the reverse path traversed by the REQUEST. The
returned route is then used by the source node to source
route subsequent data packets to the destination. Route
Maintenance uses hop-by-hop (or passive) acknowledge-
ments for data packets in order to detect that a link along

the route to the destination is broken. When a node along
the route detects a broken link, it sends a ROUTE ERROR to
the data source, indicating the broken link to remove from
its Route Cache.

The DSR specification includes a number of optimiza-
tions to the protocol in addition to the basic mechanisms
described here. An extension to DSR to eliminate the
per-packet overhead of source routing has also been pro-
posed [19]. Incorporating this extension into C-DSR is a
topic of future work.

S. Network Architecture Design

Ad Hoc City is a multitier ad hoc network architec-
ture that enables general-purpose wide-area communica-
tion services, such as in a metropolitan area, as shown in
Figure 1. There are two types of mobile nodes in the com-
plete Ad Hoc City architecture: personal mobile nodes such
as laptops and PDAs, which are owned by end-users, and
network mobile nodes, which are mounted on vehicles in
mobile fleets and form the mobile backbone of the net-
working infrastructure. The network thus forms a hier-
archical, multitier structure. Network mobile nodes route
packets between personal mobile nodes within the Ad Hoc
City network, and between personal mobile nodes and the
Internet, through a small set of fixed base stations.

Each base station serves the mobile nodes within a topo-
logical cell around the base station. The coverage of this
cell is determined not by the wireless transmission range of
the base station but by a distance in wireless hops from it;
that is, all nodes within some number of wireless hops of
the base station use that base station as a point of connec-
tion to the Internet and to nodes in other topological cells
within the Ad Hoc City network. Each network mobile
node in turn serves a varying set of personal mobile nodes
that are currently located within direct transmission range
of it. Each packet is routed along a possibly multihop route
between network mobile nodes to the base station nearest
the source node; this base station then routes the packet into
the Internet or to the base station closest to the destination
mobile node, which then forwards the packet to the desti-
nation. If the source and destination nodes are both within
the Ad Hoc City network, when it is more efficient to com-
municate directly rather than through a base station, packets
between the source and destination are multihop routed be-
tween the network mobile node closest to the source and
the network mobile node closest to the destination, bypass-
ing any base stations.

In our design, personal mobile nodes do not participate
in data packet forwarding, as they typically would have
limited energy resources and since such forwarding would
complicate network management in terms of, for example,
security and topology control.

Personal mobile nodes may use a protocol such as
Mobile IP [28] to associate with a network mobile node.
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Since mechanisms for providing this association between
personal mobile nodes and network mobile nodes have al-
ready been extensively explored in the literature (Section 2),
we focus on the design of the mobile backbone of our
network; in particular, we focus here on the protocol al-
lowing a network mobile node to communicate with other
network mobile nodes and with base stations, as it moves
within a topological cell or between cells. In the rest of this
paper, we use the term mobile node to refer to a network
mobile node.

We do not discuss security for Ad Hoc City in this paper.
A proposal to secure DSR is presented in [20] and can be
applied to our architecture with some modifications. In ad-
dition, a scheme for charging nodes for network usage in a
multihop cellular network running a source routing protocol
is discussed in [30] and may also be used in the context of
Ad Hoc City.

5.1. Mobile Location Register

One of the base station nodes, or possibly a dedicated
machine, called the Mobile Location Register, keeps track
of the location of each network mobile node, i.e., which
base station the node is associated with. This information
is indexed by mobile node address and is kept in a regis-
tration table at the Mobile Location Register. Each base
station keeps a registration table cache in which it caches
registration table entries so that it does not have to consult
the Mobile Location Register each time it needs to forward
a packet.

In our simulations, we assume a reliable, wired link with
unlimited bandwidth between each pair of base stations and
also to the Mobile Location Register. Though our protocol
does not depend on in-order or reliable packet delivery for
correct operation, a mechanism for retransmitting packets
lost over such links may be necessary for improved perfor-
mance in a real implementation.

In our design, data can originate from a mobile node
within the Ad Hoc City network, or from an Internet node.
We assume that the Mobile Location Register can deter-
mine whether a destination is in the ad hoc network or in the
Internet, and as a result Route Discovery is not performed
for destinations that are not within the ad hoc network. For
example, if the ad hoc network were allocated a CIDR
block [11], the Mobile Location Register could use the
address prefix to decide whether or not a node is in the
ad hoc network.

5.2. Location Registration

Our extensions to the DSR protocol are entirely on-
demand, as routing control functions are performed only
when there is a need to discover a communication path
between a pair of nodes. The locations of mobile nodes

are discovered through monitoring of data packets and con-
trol packets sent as part of the Route Discovery and Route
Maintenance procedures initiated by C-DSR.

A network mobile node may associate with a base sta-
tion when the base station hears a ROUTE REQUEST orig-
inated by that node, or when the node replies to a ROUTE
REQUEST from a Route Discovery initiated by the base sta-
tion. If no entry in the registration table exists for a node
when another node attempts to send packets to it, the Mobile
Location Register initiates paging to discover the location
of the destination node and a route to it. Paging involves
performing Route Discovery from one or more base sta-
tions in an attempt to discover a route to a mobile node,
as described in Section 5.7.

Each time a base station hears a ROUTE REQUEST
packet initiated by a mobile node, it forwards it to the
Mobile Location Register. To ensure that the freshest in-
formation is kept in the registration table, the registration
entry is updated based on both the hop count and the ROUTE
REQUEST identifier: more recent ROUTE REQUEST iden-
tifiers always take precedence, and between two ROUTE
REQUESTs with the same identifier value, the one with the
shorter hop count takes precedence. If the source mobile
node of this ROUTE REQUEST is not currently registered
in the registration table at the Mobile Location Register,
or if the new ROUTE REQUEST takes precedence over the
current registration for that mobile node, then the Mobile
Location Register updates its registration table to record this
base station as the current base station serving that mobile
node.

In order to also register the target node of a ROUTE
REQUEST initiated by a base station (e.g., as in paging),
the target includes an additional field in its ROUTE REPLY
to carry what would have been that node’s next ROUTE
REQUEST identifier. This identifier allows the ROUTE
REPLY to be ordered relative to ROUTE REQUESTS ini-
tiated by the mobile node; the Mobile Location Register
is thus able to choose the freshest information for reg-
istration; stale ROUTE REPLYs do not modify the reg-
istration table, but fresh REPLYs can override existing
registrations.

The Mobile Location Register can also use the source
route of ROUTE REQUESTs and ROUTE REPLYs to create
implicit registrations for the nodes listed in it. In particular,
each REQUEST and REPLY contains a source route ending
at some base station; the Mobile Location Register can im-
plicitly register each node in that source route with that base
station. These implicit registrations cannot be used to up-
date the registration table entries, as their freshness cannot
be determined, but they can be cached and used to optimize
paging, as described in Section 5.7.

As mentioned in Section 5.1, each base station keeps
a cache of registration table entries that it has used re-
cently. When a base station receives a data packet for for-
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warding and has no cached registration table entry for the
destination of the packet, it queries the Mobile Location
Register in order to update its cache and to determine how
to route the packet. This procedure is described more fully
in Sections 5.4 and 5.5.

5.3. Route Discovery

When a mobile node S wishes to send a data packet to
a destination D, it checks its Route Cache for a route either
to D or to any base station. A route to a base station will
only be selected if that route is of length less than or equal
to hy, where hy, is a network-wide parameter that represents
the maximum number of hops that a node can be away from
a base station. This value depends on the placement of base
stations in the network, as described in Section 7.1.

If the mobile node does not have a route to the desti-
nation in its Route Cache or the route is not acceptable
because its length exceeds h;, the node buffers the data
packet and initiates a Route Discovery by flooding a hop-
limited ROUTE REQUEST packet for the destination. The
hop-limit in this ROUTE REQUEST packet is set to the max-
imum number of hops a node can be from a base station, Ap,.
As in the base DSR protocol (Section 4), non-duplicate
copies of the ROUTE REQUEST packet are forwarded by
each node within the specified hop limit.

When a base station receives a ROUTE REQUEST for a
target node D, it reverses the list of nodes accumulated in
the source route of the ROUTE REQUEST packet and in-
cludes this list in the header of a ROUTE REPLY packet that
it sends back to the source of the REQUEST along this re-
verse path. In addition, the base station forwards the ROUTE
REQUEST to the Mobile Location Register for registration
purposes, as described in Section 5.2.

The destination node D may be within the hop-limit of
the ROUTE REQUEST flood, in which case D will also re-
ceive the REQUEST packet. As in the base DSR protocol, in
this case D will return a ROUTE REPLY in response to the
REQUEST.

As in the base DSR protocol, if the source node does
not receive a ROUTE REPLY for its Route Discovery, it will
continue to repeat the Route Discovery, with an exponen-
tially increasing interval between Discovery attempts, up to
a maximum, or until all packets it has buffered to this desti-
nation time out.

When a source node S sending a packet to a destination
node D has a route in its Route Cache to either a base sta-
tion or to D within hop limit 4, then S sends the packet
for D along the best route in its Cache. Given a choice be-
tween more than one base station route, the sender S will
choose the base station that is the fewest number of hops
away; given a choice between a base station route and a di-
rect route to D, then S will choose the shorter route, and
if the routes are the same length, it will choose the direct
route.

Source Mobile Location Destination
Node Source Register Destination Node
Base Station Base Station

Request
"'*ml,’.l'{.f':.quest
“~ " Reply T
Data ——={Query
T
<~ Query|Reply
m
No ActionQuX_y},#-
B e ‘_quuest
No Action|Reply =
"~ "Reply
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Figure 2: Route Discovery and base station processing when
the destination is still in the cell of the base station recorded
in the Mobile Location Register’s registration table. This fig-
ure shows the control packet exchange among a data source,
the base stations, and the Mobile Location Register, when the
source has a packet to send to a destination but does not have
a route to either the destination or any base station in its Route
Cache. The dotted lines indicate messages sent only when nec-
essary. For example, a Route Discovery will not be initiated if
the appropriate route is in the node’s Route Cache; instead, the
data will be forwarded immediately.

When sending a data packet directly to the destination,
the source can place a source route in the packet, as in
the base DSR protocol. When sending a data packet to a
destination using a base station route, the source adds the
(source) base station address to the end of the source route
it includes in the packet’s header. The Route Discovery pro-
cedure as well as the processing of data packets at the source
and destination base stations (Section 5.4 and 5.5) are illus-
trated in Figure 2.

5.4. Data Packet Processing at the Source Base Station

When a base station receives a data packet forwarded
to it by a mobile node (as opposed to by another base sta-
tion), it checks its registration table cache for an entry for
the destination of the packet. If such an entry exists, the
base station removes the source route from the data packet
and forwards the packet to the destination base station. If
the source base station does not have an entry for the desti-
nation node, it buffers the packet, creates an empty entry for
that destination, and queries the Mobile Location Register
for the base station associated with the destination of the
packet. Packets received while the base station is waiting
for a response from the Mobile Location Register, indicated
by an existing but empty registration table cache entry, are
buffered by the base station.
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The base station queries the Mobile Location Register
by sending it a QUERY packet. When the Mobile Location
Register receives a QUERY, it checks its registration ta-
ble for an entry for the destination node specified in the
QUERY. If an entry exists, the Mobile Location Register
returns a QUERY REPLY with the address of the destina-
tion base station in whose cell the destination node was last
registered. If no such entry exists, the Mobile Location
Register initiates paging for the destination, as described
in Section 5.7. When a base station receives a QUERY
REPLY, it updates its registration table cache entry for the
destination in the QUERY REPLY, then checks if it has
any packets buffered for the destination specified in the
QUERY REPLY; if so, it forwards the buffered data packets
to the destination base station specified in the QUERY
REPLY. Figure 2 shows the processing steps at a source
base station.

If the source base station and the destination base station
are the same, i.e., the source and the destination are in the
same topological cell, the source base station will be listed
in the registration table cache as the destination base station
for that destination node. No special processing is required
in this case, as the source base station assumes the role of
a destination base station, and performs the processing de-
scribed in Section 5.5.

5.5. Data Packet Processing at the Destination
Base Station

When the source base station sends a packet to another
base station, as described in Section 5.4, the receiving base
station, which we call the destination base station, checks
its Route Cache for a route to the destination of the packet.
If the destination base station finds such a route in its Cache,
it places this route in the source route of the packet and
sends the packet along that route. Otherwise, it buffers
the packet and sends a NO ACTION QUERY to the Mobile
Location Register.

The Mobile Location Register does not initiate paging
in response to a NO ACTION QUERY. The purpose of this
QUERY is to allow a base station that no longer has a route
to the destination to check whether or not it should initiate a
Route Discovery for this mobile node, or whether that node
has already registered elsewhere.

When the Mobile Location Register receives a NO
ACTION QUERY, it checks its registration table for an entry
for the destination node specified in the QUERY. If the
Mobile Location Register has such an entry, it returns a NO
ACTION REPLY specifying the base station currently asso-
ciated with the destination. If no entry for the destination
exists, the Mobile Location Register instead returns a NO
ENTRY REPLY; the Mobile Location Register may not have
an entry for a destination node even when such an entry
was cached at the source base station because the Mobile
Location Register may have rebooted recently.

When the base station receives a NO ACTION REPLY
from the Mobile Location Register indicating that the mo-
bile node is now associated with a different base station,
it caches the new registration for the destination in its reg-
istration table cache, and then returns the buffered packets
for this destination to the source base station from which it
received them. Similarly, when the base station receives a
No ENTRY REPLY from the Mobile Location Register, it
returns all buffered packets for that destination back to the
base station from which it received them.

Before a packet is returned to the source base station in
this way, however, a “Stale Flag” is set in the header of the
packet, allowing the receiving base station (i.e., the packet’s
source base station) to identify it as a stale packet. When a
base station BS| receives a packet from some other base sta-
tion BS; with the Stale Flag set, then BS; checks if its reg-
istration table cache entry for the destination of the packet
points to BS; as the destination base station. If so, BS; re-
moves that entry from its registration table cache. Then BS|
clears the Stale Flag and processes the packet as if it was
just received from a mobile node inside its topological cell,
as described in Section 5.4.

If, after sending a NO ACTION QUERY, a base station re-
ceives a NO ACTION REPLY indicating that it is the current
base station for the destination node, it concludes that the
mobile node is still in its topological cell, and initiates Base
Station Local Route Repair, as described in Section 5.6.

5.6. Base Station Local Route Repair

When a base station receives a NO ACTION REPLY from
the Mobile Location Register indicating that it is the desti-
nation base station for some destination node for which it
does not currently have a route, it performs a local route
repair procedure; the base station also performs local route
repair when, while forwarding a packet to some destination,
the base station receives a ROUTE ERROR for that destina-
tion. While a base station is performing local route repair
for a destination, it buffers any new packet it receives for
that destination.

In local route repair, a base station performs a Route
Discovery for that destination in its topological cell, and
reattempts that Route Discovery if necessary at exponen-
tially increasing intervals, up to some maximum number
of Discovery attempts. Each Route Discovery flood is
hop limited to the size of the cell, h,. If the destina-
tion base station receives a ROUTE REPLY in response to
its Route Discovery, it updates its Route Cache, and for-
wards the buffered data packets along the new route to the
destination.

If the destination base station does not receive a ROUTE
REPLY after the maximum number of Route Discoveries
has been attempted, the base station returns the packets
to the source base station, setting the “Stale Flag” in
the header of each packet as described in Section 5.5.
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Figure 3: Base station processing when the destination is no
longer in the cell recorded in the Mobile Location Register’s
registration table. At point (1), at the destination base sta-
tion, a data packet arrives from another base station, and the
base station does not have a route to the packet’s destina-
tion. At point (2), the source base station receives stale data
packets from the old base station; it queries the Mobile Location
Register for the latest registration information for the destina-
tion. The Mobile Location Register may initiate paging, if a
DELETE caused it to delete its entry for this mobile node; oth-
erwise, it responds with the address of the current base station
with which the destination is associated, allowing the source
base station to send its buffered data packets to the new desti-
nation base station.

The base station also sends a DELETE packet to the
Mobile Location Register, indicating that the destination
is not in its topological cell. When the Mobile Location
Register receives a DELETE packet, it checks its reg-
istration table to ensure that the DELETE was received
from the base station with which the destination is cur-
rently registered. If the message is indeed from the cur-
rent base station, the Mobile Location Register deletes the
entry for that destination from its registration table; oth-
erwise it ignores the DELETE, as it must be stale. The
base station local route repair procedure is illustrated in
Figure 3.

When a local repair fails, or when a source base sta-
tion sends packets to a base station with which the desti-
nation is no longer registered (Section 5.5), the packets are
returned to the source base station rather than being for-
warded to a new destination base station. This mechanism
was designed for simplicity and correctness purposes as it
ensures that only one base station is responsible for dis-
covering the destination base station for packets sent by a
mobile node in its cell, and that routing loops which may
otherwise result from stale registration information would
not occur. In particular, packets may get passed from base
station to base station in a cycle as a result of such stale
information.

5.7. Paging Mechanism

Paging is used to locate a destination mobile node when
it is not currently registered with any base station. The
Mobile Location Register can implement any paging policy
using the information in its registration table, including the
implicit registration information described in Section 5.2.
In particular, any optimization used in traditional cellular
systems can also be used in the Ad Hoc City architecture.

We use a simple policy to improve paging based on
implicit registration information. If the Mobile Location
Register has no existing registration, including implicit reg-
istration, for the destination specified in a QUERY packet,
the Mobile Location Register sends a PAGE packet to
all base stations; each base station then initiates a Route
Discovery for the target destination node, indicating in the
ROUTE REQUEST that this REQUEST is a page. Otherwise,
if the Mobile Location Register has an existing implicit reg-
istration for the destination, it first sends a PAGE only to
the base station with which the destination was last im-
plicitly registered. That base station then initiates a Route
Discovery page as described above. If the Mobile Location
Register does not receive a new registration for the destina-
tion within a timeout, it sends a PAGE to all base stations. If
the Mobile Location Register does not receive a new regis-
tration for the destination within a further timeout, it con-
tinues to page all base stations, up to MAX PAGES times,
with an exponentially increasing timeout between each new
attempt.

6. Bus Movement Traces

To evaluate the Ad Hoc City architecture, we used
traces of the actual movement of buses in the Seattle,
Washington area King County Metro bus system. We chose
the King County bus system because the data was avail-
able on-line, and because bus movement patterns closely
match other vehicular traffic patterns; Seattle also pro-
vides a topographically challenging routing environment,
created by a 35 square mile lake in the middle of the city
(Figure 6).

The King County bus system is composed of over
1200 vehicles covering a 5100 square kilometer area. An
Automated Vehicle Location (AVL) system tracks each bus
using a combination of odometry and signpost transmit-
ters [7]. Internet users can monitor the location of each bus
in real-time using the Busview software [6-8]. We devel-
oped mechanisms for recording the data being delivered to
Busview clients, and for converting the recorded data into
movement patterns suitable for use in the ns-2 network sim-
ulator [9], which we use to evaluate our system (Section 7).

Figure 4(a) shows the number of buses in the traces
we collected over a two week period starting on Saturday,
November 17, 2001. The number of buses has a very pre-
dictable day-of-the-week pattern: on weekdays, the num-
ber of buses reaches about 1200, three times as many as
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Figure 5: Movement Scenario Routing Characteristics

on Sundays and holidays and slightly more than twice as
many as on Saturdays. The dip on Thursday, November 22
corresponds to Thanksgiving Day, on which buses ran their
Sunday schedules.

The traces are based on location update messages sent
by each bus; the number of updates that are sent on each
day, shown in Figure 4(b), follows a similar weekly pattern
as the number of buses. Between 230,000 and 380,000 up-
dates are sent per day, which represents between 317 and
525 updates per bus per day.

The bus movement traces also show a very pronounced
diurnal cycle, shown in Figure 4(c), with clearly defined
morning and evening rush hour spikes; the number of buses
during rush hour is higher than the number of buses dur-
ing other daytime periods by up to a factor of 2. Topology
control algorithms could be used to exploit this known and
clearly defined cycle to increase or decrease the transmis-
sion range of the nodes as necessary to maintain network
connectivity. For example, such an algorithm could re-
duce transmission range during rush hour to increase total
network throughput, and increase range at other times to
maintain connectivity.
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Per-bus inter-update times on a weekday between a rush
hour period and a non-rush hour period are similar, with
about 70% of the updates being 12 minutes apart or less,
and about 90% being 20 minutes apart or less. The speeds
reported by the buses at rush hour and non-rush hour time
are also similar, with 90% of the average speeds being less
than 10 miles an hour and 97% being less than 20 miles
an hour.

To better understand the routing characteristics of our
scenarios, we analyzed the topology created by the bus
movement traces. As nodes in the network are assigned
longer wireless transmission ranges, the node degree of
each bus increases, as expected (Figure 5(a)). In our traces,
when the wireless range is 3 km, median node degree is
100, whereas at a range of 1 km, median node degree is 30.
Though relatively low node degree is desirable for improved
scalability, a 1 km-range results in substantial network par-
titions (Figure 5(b)). To balance between network connec-
tivity and scalability, in our simulations we chose a range of
1.5 km (Sections 7 and 8). We then chose a link bandwidth
of 2 Mbps, which is consistent with bandwidth utilization
in CDMA2000 [24]. We use a fixed nominal transmission
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range for simplicity; a node in an actual deployment could
dynamically choose a wireless range based on its location,
congestion level, base station affiliation, and time.

7. Evaluation Methodology

To evaluate the Ad Hoc City architecture and C-DSR
protocol, we simulated it using the ns-2 network simula-
tor [9] with the Monarch wireless extensions [2]. The simu-
lator incorporates models of signal strength, radio propaga-
tion, wireless medium contention, capture effect, and arbi-
trary continuous node mobility. The standard radio model in
ns-2 is based on the Lucent Technologies WaveLAN 802.11
product [21], which provides a 2 Mbps transmission rate
and a nominal transmission range of 250 m. As described in
Section 6, we modified the physical layer from the base ns-2
distribution to increase the nominal range from 250 meters
to 1.5 km. Our implementation of C-DSR is based on the
version of DSR that uses the Link-MaxLife Route Cache
caching strategy [18].

In our simulations evaluating Ad Hoc City and C-DSR,
we used six distinct 15-minute segments from our bus
movement traces from Monday, November 19, 2001, 7-
8am and Wednesday, November 21, 2001, 5-6pm. The
number of buses in these movement scenarios varies be-
tween 750 and 850. Running longer simulations was not
possible due to resource limitations.

7.1. Base Station Placement

To improve the scalability of our system and to enable
Internet connectivity, we added a small number of fixed
base stations. Base station placement in traditional cellu-
lar networks is a long, painstaking, and expensive process
in which an optimal location is chosen for each base station,
using signal strength measurements and cellular usage pre-
diction techniques. In our Ad Hoc City architecture, such
precision in placing the base stations is not necessary; the
ad hoc network is not as sensitive to propagation conditions
and obstacles, because the routing protocol adapts to the dy-
namic topology of the network and is able to use multihop
routes.

In our experiments, we chose the base station locations
to satisfy the following criteria:

e Each mobile node should generally be within a spec-
ified maximum number of wireless hops, A, from a
base station. We chose this maximum number of hops
in our simulations to be 8.

e Areas with high node density are served by more base
stations in order to improve scalability.

We placed a total of 8 base stations covering the Seattle
area. The locations of these 8 base stations are shown as
large black dots in Figure 6, which is an approximate su-
perposition of the base station positions on a slightly mod-
ified USGS aerial photograph of Seattle from Microsoft

Kilometers

10 15 20 25 30 35
Kilometers
Figure 6: Locations of the 8 Ad Hoc City base stations in
Seattle, Washington in our simulations. The smaller marked
points show an example snapshot of the locations of the buses
at one point in the bus movement traces.

TerraServer [5]. The smaller marked points show the cur-
rent position of each bus in the city at one specific time,
to illustrate the typical distribution of buses within the city
and around each base station. The coverage of a base sta-
tion is the set of mobile nodes located within the specified
hp maximum number of wireless hops (e.g., 8) from that
base station.

Without the use of base stations, with a transmission
range of 1.5 km, the maximum path length is up to 48 wire-
less hops. With the 8 base stations added to the sce-
nario, the maximum path length is at most 20 wireless hops
(Figure 5(c)). In addition, 90% of the nodes are within
6 hops of a base station, yielding a maximum path length
of 12 wireless hops. By imposing a limit of 8 wireless
hops as a maximum distance to a base station we exclude
a small number of nodes that are sometimes not within any
base station’s topological cell. Had we not imposed this
limitation, these nodes would often be partitioned, since
they are in a very sparse area of the network, such as
the location 30 km east and 18 km north of the origin in
Figure 6.
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The number of buses in each topological cell varies
based on the density of the cells. With the current choice
of base station locations and topological cell size, the me-
dian cell population is 50 buses, and 7 of the cells con-
tain 250 buses or less. Over a period of 15 minutes, 58%
of the buses cross over into neighboring cells; 90% of the
buses that cross over into other cells perform fewer than
7 crossovers, and 90% of the transitions between cells are
within 150 seconds of each other. These fast transitions
indicate that most crossovers are caused by buses moving
along the boundary between a pair of neighboring cells.

7.2. Communication Patterns

Each of our communication patterns consists of
200 unique flows, each of which generates four 64-byte
packets per second. Flows arrive following a Poisson distri-
bution at a load of 20 Erlang (i.e., there are 20 simultaneous
flows on average), with a fixed flow holding time of 90 sec-
onds. We chose this model because it represents commu-
nication patterns typical of small wireless devices, such as
cellular phones and personal digital assistants (PDAs). Each
pair of communicating nodes was chosen randomly across
all connected pairs of mobile nodes.

7.3. Performance Metrics

To evaluate the performance of the Ad Hoc City archi-
tecture and C-DSR, we used four metrics: packet delivery
ratio, packet overhead, packet latency, and path length.

Packet Delivery Ratio, or PDR, is the fraction of data
packets originated by the application layer on a source node
that are received by the application layer at the correspond-
ing destination node. Packet Overhead is the number of
control packets sent by the routing protocol. For each suc-
cessfully delivered packet, we compute Path Length and
Packet Latency. Path Length is the number of times a packet
was transmitted over the wireless medium. Packet Latency
is the time it takes for a packet to be delivered to its desti-
nation once it is generated by the source application.

8. Results

We performed 6 simulation runs, described in Section 7,
each for 900 seconds of simulated time. In these scenar-
ios, packet delivery ratio (PDR) ranged between 92% and
97%, median latency was 42.52 ms, and average overhead
was 222 overhead packet transmissions per network node.
Because the results for our six simulation runs exhibit com-
parable performance, we discuss the results of one such run
in detail in this section. In particular, we discuss the results
from the the evening rush hour on Wednesday, November
21,2001, between 5:00 pm and 5:15 pm PST.

We divided the 900-second simulation time into 10-
second intervals. Figure 7(a) shows the number of packets
sent and received during each interval. The variation in sent
packets is due to the varying number of flows active at each
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Figure 7: Performance Metrics

point in time (Section 7.2). Overall packet delivery ratio
(PDR) for this experiment was 96.17%. Figure 7(b) shows
the overall PDR and the PDR within each 10-second inter-
val. The traffic load and PDR are closely correlated; each
time a new flow begins, the PDR declines as a result of the
overhead (Figure 7(c)) of searching for a new route, which
may include paging.

Packet overhead rises rapidly when new flows are in-
troduced in the network. For example, at times 310 and
710 seconds, 5 to 6 new flows entered the network, result-
ing in a substantial increase in packet overhead. In fact,
the latter 10-second interval represents 10% of the overhead
over the whole 900-second run. In this simulation, a total
of 199,933 overhead packets were sent, which represents
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an average of 235 overhead packets per network node, over
a period of 900 seconds. Even though the the number of
overhead packets exceeds the number of data packets by a
factor of 10 at certain points in the simulation, this overhead
is distributed among a greater number of nodes than is data
traffic, and thus its effect on any one node is small.

A total of 21% of packets were able to be delivered with-
out traversing a base station; 57% of these traverse more
than one hop. Figure 8 shows the distribution of wireless
hop path lengths of delivered packets, i.e., the number of
wireless hops each packet traversed to reach its destination.
The communicating pairs of nodes in our simulations tend
to be relatively close to a base station because a large num-
ber of the well-connected nodes are in the very dense down-
town areas; as a result, these are the nodes that often get
picked when a uniform random selection procedure is used.

Most packets are delivered with low or moderate latencys;
the 95th percentile latency is 86.57 ms for all packets. For
packets traversing the base stations, 95th percentile latency
was 119.24 ms, of which 50 ms simulated the wire delay
between base stations. For packets not traversing any base
station, 95th percentile latency was 9.05 ms. Such latencies
should not pose a serious problem for network traffic, as
they are typical of current Internet latencies.

Overall, our evaluation demonstrates that the Ad Hoc
City architecture is viable and can provide good perfor-
mance; further optimizations to the protocol will also im-
prove this performance. For example, varying the wireless
range of nodes to control the node degree and therefore the
level of spatial multiplexing, will lead to increased packet
delivery ratios. In addition, a number of improvements, in-
cluding the use of a better paging policy, modified base sta-
tion placement, efficient broadcast algorithms, and variable
topological cell sizes for more balanced cell loads, can each
significantly improve performance.

9. Conclusions

Few real-world applications of mobile ad hoc networks
have been proposed and studied, and no traces of actual
node movement in a real ad hoc network have been avail-
able. This paper has proposed a novel commercial appli-

cation of ad hoc networks, for which we designed a multi-
tier ad hoc network architecture and routing protocol, which
we call Ad Hoc City. The Ad Hoc City architecture is de-
signed for general-purpose wide-area communication, such
as in a metropolitan area. In addition, we have documented
a new source of realistic mobility traces to support de-
tailed simulation of new ad hoc network applications on a
large scale.

We evaluated our architecture through detailed simula-
tion, using traces of actual node movement of the fleet of
city buses in the Seattle, Washington metropolitan area,
on their normal routes providing passenger bus service
throughout the city; the number of mobile nodes in our
simulations ranges between 750 and 850, providing wire-
less service to an area of over 5000 square kilometers
(2000 square miles). These real-world mobility traces pro-
vide a unique and challenging environment for ad hoc
network routing protocol performance evaluations. In our
simulations of the Ad Hoc City architecture using these
mobility traces, our protocol design achieves packet de-
livery ratios of over 96% with average delivery latency of
around 86 ms. Overall, our simulations demonstrate that
the Ad Hoc City architecture is viable, and that with fur-
ther optimizations, could provide good performance in a
real deployment.
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