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The perfect solution to the P3 (performance, portability, productivity) problem is a
single version of an application that gives high performance across a wide range of
target systems and is easy to develop and maintain. Actual solutions give up some
level of performance, portability, or productivity, or all three. Here we review three
periods in the past 65 years when the P3 problem had good solutions. But it is
harder today, with greater parallelism. We propose and argue in favor of a machine
model to help programmers design algorithms and data structures that will exhibit
performance portability. We then discuss the main point, in what language to
express a parallel program to get all three of high performance, wide portability,
with good productivity. We propose that the community, including both
applications developers and language implementers, should focus on the parallel
features in existing and future standard languages.

The Performance, Portability, Productivity
(P3) problem is generally a tradeoff. How much
performance are we willing to give up to only

maintain a single version of a program across multiple
different target systems? Or, how much extra effort
are we willing to expend in order to achieve higher per-
formance on different computer architectures? Or,
what machines will we focus on, and what target sys-
tems will we abandon, to simplify the effort required
to tune performance?

Throughout the history of supercomputing, higher
performance mostly came from clock rate and parallel-
ism. Early supercomputers introduced pipeline parallel-
ism, instruction-level parallelism, and out-of-order
instruction execution, all using hardware to extract par-
allelism from a sequential instruction stream. A number
of vector processors emerged, using special instruc-
tions that operated on streams of operands from mem-
ory or vector registers, implemented with multiple

functional units in SIMD mode or pipelined functional
units. Shared-memory multiprocessors followed as
well. We see elements of all these types of parallelism
in current multicore CPUs, with aggressive instruction
dispatch functionality, pipelined functional units, SIMD
operations, and now dozens of cores each of which can
support multiple simultaneous threads in hardware.

Supercomputers in the 1990s scaled to higher pro-
cessor counts by using many nodes, where each node
initially had a single processor. Supercomputers today
are designed such that each node has one or moremulti-
core CPUs with all those levels of parallelism. A growing
number include one or more GPU accelerators, introduc-
ing another type of parallelism to the mix. An important
question facing the community today is how we should
express a parallel program for the supercomputers we
have today and those we see coming in the future.

At the lowest level, pipeline and instruction-level
parallelism are mostly managed by the hardware, with
compilers generating optimized code to exploit them.
Programmers rarely have to change their applications
to benefit from pipeline or instruction-level parallel-
ism, except for some innermost kernels where some
programmers might manually unroll the inner loops.

At the highest level, MPI is commonly used to
implement parallelism across nodes, expressed as
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MPI library calls to get an MPI rank identifier in each
process, and to communicate and synchronize
between the processes. The rank identifier is used in
the process to determine what partition of the data to
allocate and process and what subset of the computa-
tion to perform. MPI itself does not help with that
determination, though there are frameworks built on
MPI that do. MPI is portable and performant because
every vendor has an optimized MPI implementation
for its particular processor and interconnect, and any
frameworks built on MPI inherit that portability and
performance. An advantage of MPI parallelism is that
it looks the same across all target systems; there are
few target-specific decisions to be made, and program
portability is not an issue, though sometimes process
placement is critical to the best performance. MPI has
also been used to implement flat parallelism across
nodes and across cores and threads within a node. A
flat MPI-only parallelism model is more productive
than an MPI+X two-level parallelism model, but it gives
up potential performance in three ways. It is hard, if
even possible, to take advantage of the shared mem-
ory between threads on a node when the two threads
are controlled by MPI message passing. Also, MPI-only
parallelism would not take advantage of SIMD-parallel
operations, so there are always at least two levels of
parallelism that need to be designed into the algo-
rithm. Finally, MPI does not manage accelerators, so
those need to be handled some other way.

Perhaps the most common X in MPI+X today is
OpenMP, which in the latest version can control all
the node-level parallelism: threads, SIMD, and acceler-
ators. But like most current parallel programming
models, it conflates expressing parallelism with
exploiting parallelism. The commonly used OpenMP
omp parallel for construct does not actually say that
the loop iterations are data independent and can
safely be executed in parallel with whatever parallel-
ism mechanisms are available. It says to create a
team of threads and to distribute the iterations across
those threads in a defined manner, and that any data
races or conflicts between those threads have been
satisfied by the programmer. Therefore, a compiler
cannot use an omp parallel for directive to determine
that it is safe to vectorize the loop iterations using
SIMD instructions. Instead, the programmer must add
the simd directive. Now the programmer has to deter-
mine not only which loops are parallel, but also which
loops to distribute across threads and which to exe-
cute in SIMD mode. It is enough of a challenge to
determine that a loop is actually parallel, it is expect-
ing a lot to require programmers to make code-gener-
ation decisions for every parallel loop in the

application, and then to revisit those decisions for
every target system. Other recent node-level parallel-
ism frameworks (Kokkos,1 RAJA2) suffer the same por-
tability and productivity drawbacks.

Nevertheless, we argue that we can arrive at a
good P3 solution, across a wide range of computer
architectures. We start by reviewing a few historical
points in time where we had good P3 solutions, and
what was common among them.

P3 IN EARLY SUPERCOMPUTING
In the earliest days of computing, software was writ-
ten in machine language. The very first compiler was
delivered by IBM for the Fortran language in 1958, over
60 years ago, for the IBM 704.3 The language and its
compiler were designed to approach the performance
of hand-tuned machine code. The efforts at IBM to
generate efficient code spawned the field of compiler
optimization out of thin air, including developments
such as control flow graphs, data flow analysis, induc-
tion variable recognition, register allocation, and
more. It unknowingly set the bar for the P3 problem.
Fortran programs were decisively more productive
than machine code, though that is a low threshold to
beat. Fortran programs were also remarkably perform-
ant, largely because the IBM compiler team designed
the language to allow for compiler analysis and
designed the compiler to take advantage of that. And
Fortran programs became portable, because IBM did
not prevent other vendors from implementing Fortran,
which became the first standardized programming
language in 1966.

The reason that Fortran solved the P3 problem rea-
sonably well in those days was that the machine per-
formance model was similar across different
computer systems. Many of the architectural details
that we worry about today (data cache locality,
instruction cache reuse, SIMD operations) did not
exist. A programmer interested in performance
needed mostly to reduce the number of instructions
and memory operations, and that would improve per-
formance on any target system.

Another innovation in supercomputers came
about 20 years later with the introduction of vector
instructions. The Cray-1 introduced vector registers
and vector instructions, similar in many respects to
the SIMD registers and instructions available in many
current microprocessors. Many people forget that the
Cray-1 was initially successful because it was the fast-
est scalar computer available at the time, with twice
the clock speed of the then-current champion (the
Control Data 7600), but if your program could use the
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vector operations, it could see a performance boost of
up to five times. This was enough to convince many
programmers to reorganize their data structures and
algorithms to be amenable to vector processing.
Unlike some contemporaneous vector machines, the
Cray system depended heavily on an automatic vecto-
rizing compiler to generate vector instructions.4 The
automatic vectorization capabilities in the Cray com-
piler were not particularly impressive compared to
those being developed in academia at the time, but it
was very effective largely because of its vectorization
report. The report would tell the programmer which
loops did and did not vectorize, and if not, why not,
often with quite detailed and precise messages. This
allowed the programmer to modify the code in the
loop to avoid the hindrance to vectorization, or, in
some cases, to override the compiler analysis and tell
it to generate vector code anyway.

The impact of this was another solution to the P3

problem for vector computers. The vectorizing com-
piler allowed programmers to achieve vector perfor-
mance. It also allowed them to be more productive
than having to write machine language subroutines or
special syntax (such as vector syntax and Q8 calls
used in the Control Data STAR-100 and successors).
Other vendors developed vector processors, including
IBM, NEC, Fujitsu, Hitachi, Convex, even a vector Digi-
tal VAX, and each vendor also implemented a vectoriz-
ing compiler to at least match the capabilities of the
Cray compiler. This allowed vector programs to
achieve portability across a wide variety of vector
computers of the time. Again, the reason that the vec-
torizing compiler solved that P3 problem reasonably
well was that the machine performance model was
similar across many of these vector processors, and
all the vendors developed appropriate compilers. Pro-
gramming for vector operations on the inner loops
and optimizing memory access for stride-1 was more
than half the performance problem on any of these
target systems. Vectorizing compilers allowed pro-
grammers to remain within the standard language
features.

About 20 years later, the computer industry had
progressed to the point where developing and produc-
ing a new computer processor was becoming too
expensive for any low volume business. This meant
that supercomputer-specific processors were unprof-
itable and essentially abandoned. It was much less
costly to buy an array of commercial processor sys-
tems and combine them with a network. Many strate-
gies for programming across the network were
explored, and in the mid 1990s the message passing
interface (MPI) was documented by the MPI Forum.

MPI is implemented and presented as a library, and
intended to be the low-level interface for communica-
tion between computer nodes across a network. There
are a number of higher level frameworks built on MPI,
but none have achieved the level of standardization
and adoption of MPI itself. MPI was particularly suc-
cessful because it hid many of the details of the net-
work from the program, such as the protocol and
topology.

The impact of MPI is another P3 solution for the
supercomputers available from the mid 1990s for the
next 15 or 20 years. Some may argue that using MPI or
any framework based on MPI is not intrinsically a
highly productive programming environment, but it is
certainly more productive than programming in any
lower level framework. Portability is achieved because
every supercomputer or network vendor has an opti-
mized implementation of MPI taking advantage of the
features of their computer or network interface. And
performance is achieved when the programmer opti-
mizes for minimal messages and synchronization, and
for proper data and work distribution across the avail-
able nodes. An MPI program could perform well across
a wide variety of message passing supercomputers.

There were language-level approaches proposed
and implemented for managing network-level parallel-
ism, such as High Performance Fortran, but they
mostly failed. One reason is that making a bad syn-
chronization or communication decision was very
costly, and a compiler or runtime often made poor
decisions. Another was that different system vendors
had widely different efforts for such an approach, so
even if one vendor had a good implementation, code
written for that system was not portable to other sys-
tems. PGAS languages, including Fortran images and
coarrays, address these issues by exposing data place-
ment and communication to the programmer, basi-
cally at the same level as MPI.

SUCCESSFUL P3

Each of the three P3 points mentioned above were
developed in response to a new computer architec-
ture. They were successful because the various target
systems had a similar performance profile, and the
system vendors had the desire and will to provide per-
formant implementations of the appropriate system
software. Fortran and other programming languages
were introduced at the dawn of digital computing, to
hide the complexity of machine language and differen-
ces between machines. Vectorizing compilers were
introduced to exploit vector parallelism in the hard-
ware, and to hide the vector instruction details and
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the differences between vector instructions on differ-
ent machines. MPI was created to standardize control
of parallelism across a network of homogenous nodes,
to hide the network topology and communication
transport details.

Programmers still had to change and tune their
programs to expose and optimize the right kinds of
parallelism. To get the advantage of vector computers,
programmers had to retune their algorithms to expose
vector parallelism and rewrite parts of their programs.
They could either write SIMD intrinsics, or take advan-
tage of a vectorizing compiler on the inner loops. In
either case, the program needs the right data struc-
ture and the right algorithm to expose the right kind of
operations that benefit from SIMD instructions. The
question was how to express that SIMD parallelism.
SIMD intrinsics require the programmer to think about
SIMD register length and count, which can differ
between vendors and even between generations of
processors from the same vendor. Consider those pro-
grammers who recoded their Intel SSE intrinsics to
AVX intrinsics when the Intel Sandy Bridge processors
were introduced, only to have to recode them again
using AVX-512 intrinsics for the Intel Knights Landing
and Skylake processors. By depending on vectoriza-
tion, the rewriting and tuning effort pays off across a
wide range of target systems. By providing similar vec-
torization capabilities, the vendors and compilers
played an important role in the P3 solution.

Similarly, to take advantage of clusters, pro-
grammers had to rearchitect their programs at a high
level to compute over a subset of data on each node,
and to communicate among an array of cooperating
nodes. Because the performance models for different
clusters were similar, a rewrite to optimize or tune per-
formance for machine A was most likely also a good
decision for machines B and C.

A P3 solution is successful if it achieves good per-
formance, easy to use, and programmers do not have
to write target-specific code. Here I propose a
machine performance model that I argue character-
izes the important performance elements of a wide
range of current and future supercomputers. The
model will be useful when designing P3 algorithms and
programs by focusing on the important features that
affect performance regardless of the specifics.

P3 Machine Model
The proposed machine performance model is based
on four levels of parallelism: network, thread, SIMD,
and accelerator, and the associated data manage-
ment. For network-level parallelism, the model is a

network of independently executing nodes each with
local memory. Local memory access is very fast rela-
tive to remote access. The network protocol and
topology are unimportant. Network-level parallelism is
inherently scalable to as many nodes as one can
afford. Optimizing to minimize the impact of network
latency and bandwidth limitations is important.

For thread-level parallelism, the model is a set of
threads executing on homogeneous cores that all have
access to a large shared memory. The threads may out-
number the cores, in which case a multithreaded pro-
cessor or multithreading operating system will time-
share the cores among the threads. The memory may
be virtually and physically shared, but there may be
locality considerations that encourage partitioning the
cores into groups, where each group has faster access
to a subset or subdomain of the memory. The threads
may then be partitioned into a two-level hierarchy of
thread groups and threads, with each thread group
assigned to a single core group. Communication and
synchronization between threads in a single core group
will be faster than between threads in different core
groups. If data can be partitioned between the memory
subdomains and work partitioned across the thread
groups assigned to the appropriate core group, perfor-
mance can be further enhanced.

For SIMD parallelism, the model is synchronous
SIMD or vector operations in a single thread, opti-
mized when the data access pattern corresponds to
consecutive memory locations. Other data access
patterns (strided, indexed) can be supported, but with
a performance penalty.

Accelerators appear in this machine model as
another set of cores or core groups that are different
from the main CPU cores. Work must be explicitly tar-
geted at the accelerator, either manually by the pro-
grammer or automatically by the compiler or other
tool. Each accelerator may have its own memory,
shared among the accelerator cores, but distinct from
the memory of the CPU. Programming the accelerator
is very like programming the CPU on the node, with
thread and SIMD parallelism.

Currently, the most common compute accelerator
is a GPU. A GPU has a number of GPU cores organized
into processing engines. Each GPU thread of execu-
tion (CUDA thread or OpenCL work item) runs on a
single GPU core. However, a GPU core does not exe-
cute in the same way as a CPU core. To minimize the
number of gates used for instruction fetch and dis-
patch and to take advantage of the similarity of code
executed by graphics threads, GPU thread execution
is optimized for the case where groups of adjacent
GPU threads fetch and execute the same instruction
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at the same time. The NVIDIA term for this group is a
warp, the AMD term is a wavefront. If all the threads
in a warp or wavefront follow the same execution
path, the GPU runs at full efficiency. If threads take
different paths (a different conditional branch), effi-
ciency suffers correspondingly. NVIDIA calls this
single-instruction, multiple-thread (SIMT) execution.
From the algorithm designer’s viewpoint, optimizing
performance for this execution style is essentially the
same as optimizing for SIMD execution: consecutive
loop iterations executing the same code path simulta-
neously and operating on adjacent data locations. The
different warps or wavefronts on a single processing
engine or on different engines execute more like dif-
ferent CPU threads, where a branch in one warp has
no effect on the performance of another warp. So the
same multilevel parallelism hierarchy applies to GPUs:
SIMD parallelism, implemented by the threads within
a warp or wavefront, thread-level parallelism, imple-
mented at the warp or wavefront granularity, and
thread-group parallelism, implemented by the warps
in all the CUDA thread blocks or OpenCL workgroups.

Other accelerators have been used and certainly
new accelerators will be developed in the future. How-
ever, there are only a limited number of ways to
improve performance with a new chip: more work per
clock (parallelism), faster clocks, and avoiding stalls,
where the most scalable of these is parallelism. Paral-
lelism can be done at themicroarchitectural level (mul-
tiple operations per clock, pipelining), or multiple cores
(or equivalent), or SIMD/vector parallelism. Previous
accelerators have used different combinations of
these. For instance, the Clearspeed5 processor had a
two-core processor with wide SIMD operations, and
the IBM PowerXCell 8i6 had eight synergistic process-
ing elements (SPEs), each with SIMD instructions. New
accelerators with any hope of benefiting from perfor-
mance portability will have some variation of multiple
processing elements or cores with SIMD operations,
andwill map into the samemachinemodel.

P3 ProgrammingModel
Now I propose a P3 programming model for expressing
parallelism on today’s machines. This programming
model depends on compilers and tools that are not yet
widely available, but there is evidence that they can be
implemented. The only barrier is the will to do so.

Network-level parallelism is addressed mostly with
MPI today, and this will remain dominant for some
time. MPI programming is quite mature, and gives the
basics to allow programmers to deal with work distribu-
tion, data communication, and synchronization across

the nodes of the network. Other approaches being
used include partitioned global address space lan-
guages, like coarrays in Fortran, remote direct memory
access (RDMA) approaches, like SHMEM,7 and tasking
runtimes, like Legion.8 These approaches have had
some success, and may become more popular and
even dominant over time. Any of these approaches can
be aP3 solution for network parallelism.

Shared-memory thread-level parallelism has gener-
ated an incredible number of programmingmodel solu-
tions. Such parallelism has even been introduced into
standard languages, such as C++ parallel algorithms
and Fortran do concurrent, which we refer to as stdpar.
This raises the very important question: If the program-
ming language itself can express parallelism, why do
we not use that? If the programming language parallel-
ism is missing something, how do we augment it,
improve it, or work around the limitation? The question
is not whether to use OpenMP or Kokkos or OpenACC;
it is why not use C++ parallel algorithms? Why not use
do concurrent? We argue that we should move to
stdpar programming, and we as a community should
push our vendors and tools builders to provide good
implementations of stdpar. The NVIDIA HPC compilers
now support stdpar, including an option to offload the
parallel operations to an attachedGPU. Our experience
with this has been very positive, and user feedback has
confirmed that this is the right direction to go.

Early adopters of our stdpar implementation have
been pleased to get the parallelism and performance
with no language extensions and no directives. A
recent example is STLBM, a double precision Lattice
Boltzmann Method using C++ parallel STL templates.9

The stdpar code is 11 times faster on an NVIDIA
Ampere A100 GPU than all 48 cores of an Intel Xeon
Gold 6240R, with no code changes, and is within 15% of
the corresponding optimized CUDA implementation.

STDPARMissing Features
We have noticed several features that the stdpar lan-
guages lack. Here we discuss some missing aspects,
and how we are addressing these in our stdpar
implementation.

One common pattern that is not available in either
language is a parallel loop with one or more integrated
reductions. Today, the programmer must save the
reduction values to a separate vector or array and
reduce those values in a separate operation. We are
investigating how to best address this, and are pro-
posing a reduce clause for the Fortran do concurrent
construct, similar to the reduction clause in OpenMP
and OpenACC.
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Another thing missing in stdpar is control of how to
exploit that parallelism. Which loop should be run in
parallel across threads, or run using SIMD instructions,
or collapsed? As mentioned, OpenMP and Kokkos and
RAJA give the programmer that level of control, in fact
require the programmer to specify that detail. In con-
trast, we have used the functionality in our OpenACC
implementation, which can automatically determine
how best to exploit many parallel constructs. OpenACC
separates parallelism identification from parallelism
exploitation. The OpenACC acc parallel loop construct
actually does say that the loop is data independent,
and in the absence of other clauses, the compiler choo-
ses whether to execute the loop iterations across
thread groups or threads or in SIMD mode, or all three.
Identifying parallel loops is entirely target-independent,
whereas choosing how to execute those loops may
depend on the body of the loop, the context in which
the loop appears, and the target architecture. We use
that decision process developed forOpenACC in stdpar
loops. Other implementations that have experience
with OpenACCwill have an advantage here.

There are four missing features dealing with accel-
erators in particular. One is control of whether to off-
load a parallel construct to an accelerator. Our
implementation chooses to offload all parallel con-
structs to the accelerator. This is not always an opti-
mal decision. Some constructs are parallel, but
because of low parallelism or data locality are best left
on the multicore CPU. Other constructs are serial, but
again because of data locality are best offloaded to
the accelerator. We are looking at ways of annotating
regions, either with directives or with naming conven-
tions, to give some control over offload decisions.

A second missing accelerator feature is control of
data placement. OpenMP and OpenACC manage cop-
ies of host data on the accelerator, and other models
have similar features. Our stdpar implementation
depends on changing all dynamically allocated data to
use CUDA Unified Memory, which lets the NVIDIA
CUDA GPU driver automatically migrate pages
between system and accelerator memory as needed.
This has some limitations, such as capturing all the
allocation sites and not being able to refer to stack
frame memory on the accelerator, but the perfor-
mance is generally quite good. All GPU vendors are
promising true unified memory in the future, so we
expect this to be a minor problem at that point. As
users, we should require unified memory from any
accelerator vendor, while allowing optional control
over memory placement and migration or replication.

A third missing accelerator feature is control of
asynchronous accelerator computation, allowing the

multicore CPU thread to run ahead after launching
accelerator operations. Today, our stdpar implementa-
tion runs the parallel offloaded operations synchro-
nously. What we really want is some sort of tasking
mechanism on the node, with optimized control for
accelerator tasks. Many approaches have been
designed for tasking, such as OpenMP inline tasks and
Cilk task functions, and hopefully one or more of them
will achieve standardization.

A final missing accelerator feature is control of
multiple accelerators on the node. Since stdpar does
not have any concept of accelerators, it certainly has
no concept of multiple accelerators. Currently, most
programs using multiple GPUs on a single node launch
multiple MPI ranks per node, with one GPU per MPI
rank. Our stdpar implementation depends on this, and
requires that each CPU thread use an API call to
select a single GPU as its accelerator. Our experience
with trying to manage multiple GPUs from a single
thread has found it to be a significant challenge both
to get it working correctly and to get it performing
well.

CONCLUSION
Productive performance portability is likely to require
a two-level programming model, one to address net-
work-level parallelism and another for parallelism on
the node. Network-level parallelism is likely to be dom-
inated by MPI for some time, but other approaches
are being aggressively developed and have strong sup-
porters. For node-level parallelism, the question is not
which of OpenMP or Kokkos or OpenACC or OneAPI10

(itself based on SYCL11) to adopt. That is why stdpar is
not used, standard language parallelism. The NVIDIA
HPC compilers already support this in C++ and For-
tran, including for GPU accelerators, providing evi-
dence that it can be an effective and efficient path for
parallel programming. Newer, higher productivity lan-
guages (such as Python or Julia) that support the scal-
able parallelism similar to that in C++ and Fortran,
either natively or with extensions, should be no more
of a challenge to implement and optimize. This
requires some intelligence in the compiler to offload
work from the programmer to the tool. But offloading
work from the programmer is exactly the job of a good
compiler. For the programmer, less programming is
more productive.

There will always be some regions of a program
that require lower level optimizations, the same way
that some routines are written in machine code today.
This means that any stdpar implementation must be
fully interoperable with other parallel code strategies,
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which the NVIDIA HPC compilers have worked hard to
achieve. There are some performance features that
are not available in stdpar today. This means we have
to either work to enhance the standard languages, or
work harder with the system vendors and in the com-
pilers to support them. It is work, but work done at the
system hardware and software level improves the per-
formance, portability, and productivity of all applica-
tion programmers.
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