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J
OURNALISTS, public policy analysts, and

economists have called attention to the

growing importance that high-performance

and scientific computing have to national security

and industrial leadership. As computing continues

to power scientific advances in virtually every

discipline, so too does it improve our economic

productivity and quality of life. In 2020, a US

government-funded study by Hyperion Research

estimated that every dollar invested into HPC

resulted in an average of $507 in new revenue

and $47 in profit or cost-savings [1].

The increasing social, political, and economic

importance of research software has also brought

the question of software security to the fore. Just

as unintentional software errors can threaten the

integrity of scientific studies, malicious actors

could leverage vulnerabilities to alter results, ex-

filtrate data, and sabotage computing resources. A

2015 US Department of Energy workshop report

on cybersecurity in scientific computing vividly

captured these concerns, arguing that attacks on

scientific computing could inject flaws into criti-

cal infrastructure, inhibit public policy decision-

making, and weaken US economic competitive-

ness [2]. With concerns that the world is returning

to an era of great power competition, these threats

could ultimately harm the ability of researchers

to collaborate openly, curtailing the free flow of

ideas that is key to innovation. Likewise, a climate

of uncertainty around scientific computing could

amplify public distrust in scientific institutions.

For these reasons, research has been proceed-

ing to develop solutions to detect, mitigate, and

prevent security threats at the point of deployment

on HPC systems, such as through hardware-based

trusted execution environments, access controls,

event logging, and secure data provenance [3].

While these are encouraging advances, we must

also look to addressing security earlier in the

research software development lifecycle. As soft-

ware security expert Rod Cope has noted, “While

there is—rightly—a big focus on securing soft-

ware that is already deployed, the reality is that

many future vulnerabilities stem from the creation

of that software. . . Not securing software right

from the development stage is like putting a

deadbolt on a cardboard door” [4].

This emphasis on integrating security as early

as possible in the development process is rep-

resentative of the “shift left” philosophy of the

DevSecOps movement which has recently gained

traction in industry1. In this new line of thinking,

security advocates argue that it is critical to

understand where and how software is created so

security can be moved closer to that development

1https://www.devsecops.org
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— that is, earlier in the software lifecycle and

with developers engaging with security in their

work.

Increasingly, the development of research

software occurs on the open web. In the past

decade, research software development has tran-

sitioned from independently developed research

scripts to community-driven, open-source soft-

ware that leverages modern software development

technologies. Today, even a “bare-bones” model-

ing and simulation code may rely on different

open-source packages for I/O, parallel communi-

cation, meshing, discretization, solvers, and visu-

alization. The code teams responsible for these

packages belong to many different institutions

and can vary widely in terms of their size and

maturity. In short, the leading edge of research

software development is increasingly large-scale,

open-source, and distributed across teams with

different values and perspectives on software de-

velopment practice.

While these changes have accelerated the pace

of progress, the shift towards an interconnected

research software ecosystem has also complicated

security considerations with a proliferation of en-

vironments, actors, and attack surfaces. In terms

of people, the production of research software can

involve many teams of researchers and research

software engineers, rotating casts of student in-

terns and postdocs, and academic and industry

partners. In terms of infrastructure, the software

makes its way through numerous environments,

from open-source hosting and continuous inte-

gration platforms to national labs and university

servers and finally to clusters and HPC facilities

for code execution. In terms of data, the large

amounts of data produced by the software must

move to various types of storage for analysis and

reuse. A compromise of the actors, infrastructure,

or data could have disastrous consequences.

M
OST reported attacks on research com-

puting institutions so far appear to

be financially motivated, where the

attackers tried to extort ransoms, hijack compute

resources, or exfiltrate data. For example, in May

2020, hackers leveraged a vulnerability in the

VPN at Michigan State University to carry out

a ransomware attack against the Physics and

Astronomy Department. Between 50 and 70%

of research activities were temporarily halted

due to the attack, and some research groups

lost years’ worth of data [5]. There have been

other similar ransomware-style attacks recently

reported in the media that targeted the University

of Amsterdam, Amsterdam University of Ap-

plied Sciences, the UK Research and Innovation

Agency, Maastricht University, and the Nether-

lands Organization for Scientific Research [6]. In

another type of attack, supercomputing centers in

the UK, Germany, Switzerland, and Spain fell

victim to cryptocurrency-mining hijackers [7].

In the third type of attack, security analysts at

ESET identified Kobalos, a previously unknown

malware that targets HPC clusters and university

servers by creating backdoors for hackers to steal

passwords [8]. The sophistication and targeted

nature of these types of malware suggests that

malicious actors may be plotting focused attacks

on research computing infrastructure.

At the time of writing, there have been no

reported attacks using research software, systems,

or data as the principal attack vector. However, as

researchers increasingly develop and use open-

source software there is likely to be a consequent

increase in attacks on research software. A 2021

report by analysts at Sonatype showed a 650%

year-over-year increase in attacks on open-source

software supply chains [9]. The ubiquity of open-

source software packages means that these at-

tacks can be far-reaching. For example, the US

government estimated a vulnerability disclosed

late last year in Log4J, a popular open-source

infrastructure package, potentially affects hun-

dreds of millions of devices [10]. Security experts

anticipate open-source software will be the next

frontier for cyberattacks [11].

Within the research software domain, there

are multiple approaches attackers could use to

introduce malicious code or novel vulnerabilities.

First, attackers could hijack a trusted contributor’s

account (e.g. on GitHub) and modify source code

hosted in an online repository. Second, attackers

could create a seemingly useful package with

hidden malicious code, perhaps typo-squatting on

a well-known package. Third, an attacker could

tamper with continuous integration or deployment

services (e.g., TravisCI or Jenkins) and quietly

alter software prior to deployment. The recent

spate of cryptomining and ransomware attacks
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shows these types of attacks are already possible.

Meanwhile, if an attacker can infiltrate a crit-

ical piece of a research software stack, they have

many options available to create mischief. While

a financially motivated attacker might commit

the attacks seen above, an attacker motivated by

attacking research sensitive to national security

could be even more dangerous:

• They could introduce code to intentionally

produce inaccurate results that could lead to

sub-optimal decisions or faulty science.

• They could exfiltrate confidential research

data.

• They could sabotage the compute infrastruc-

ture by introducing code to uselessly con-

sume compute cycles or clog disk drives with

garbage.

It is even more concerning considering that

all of these threats can be multiplied across the

open-source software ecosystem. Each third-party

dependency a scientific codebase has could have

vastly different coding practices and attack sur-

faces. If any one of those dependencies is vulner-

able, the whole system that uses it is vulnerable.

T
HE spectre of cyberattacks on open-source

research software is not just a material

threat but also an epistemic one: it en-

dangers our ability to trust our codes and the

resulting science. As such, we need to build

security into scientific computing from the ground

up, starting with research software development.

Shifting security left, however, means confronting

the fact that research software developers are not

cybersecurity experts or vice versa. Not only do

most researchers lack knowledge of security, but

the typical cybersecurity analyst is also wholly

unfamiliar with the languages, libraries, and pro-

gramming models of scientific computing. This

disconnect leaves open questions about how to

move forward with incorporating cybersecurity

principles into the research software development

process.

In recent years the rifts between scientific and

mainstream software engineering have begun to

close with the rise of the research software en-

gineer (RSE) professional identity and the emer-

gence of community organizations advocating for

SE best practices (e.g. Better Scientific Software

and the US-RSE Association). As a result, a

cross-disciplinary movement has emerged with

the goal of translating insights from mainstream

software engineering and to pioneer new tools and

practices well-suited to the scientific domain.

We see a similar opportunity for address-

ing the disconnect between cybersecurity re-

quirements and research software development

needs. By incorporating cybersecurity principles

throughout the research software lifecycle, espe-

cially early in the process, teams can begin to

address the concerns raised above. The Confiden-

tiality Integrity and Availability (CIA) triad is a

standard model for designing secure information

systems. The CIA triad defines the necessary

characteristics for a system to be secure. Con-

fidentiality is the securing of private informa-

tion from unauthorized entities. Integrity is the

preservation of the original message without any

alterations. Availability is the accessibility to an

entity. Table 1 lists examples of the types of

attacks that fall into each of these categories. If

the information system can meet appropriate lev-

els of these requirements, it meets an acceptable

threshold of security.

Table 1. Example attacks for each CIA category

Confidentiality Integrity Availability
Man-in-the-Middle Masquerade Jamming

Eavesdropping Code Injection DOS
Side-Channel Code Modification Delay of Information

We identify two types of steps to take mov-

ing forward: (1) porting and adopting existing

cybersecurity practices into the research software

domain and (2) conducting research on how those

cybersecurity practices and others work in the

research software domain.

First, well-known, proven cybersecurity prac-

tices can be integrated into the research software

development process. In general, these practices

fall under the concept of “building security in”

rather than trying to bolt it on at the end. These

practices include:

• Considering cybersecurity in the requirements

specification step

• Architecting and designing software with cy-

bersecurity considerations in mind

• Using “safe” coding practices to reduce the

potential of introducing exploitable vulnerabil-

ities
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• Incorporating security checks into build and

test automation to identify problems prior to

release

• Using vulnerability scanners to identify prob-

lematic code

Second, additional research into the adoption

of cybersecurity practices in research software is

needed. The research agenda includes answering

questions like:

• How do existing cybersecurity tools and prac-

tices need to be modified to work in a research

software ecosystem that is dominated by re-

search software developers and RSEs?

• How do we encourage the adoption of cyber-

security tools and practices among scientific

computing professionals? What can we do to

lower the barriers to entry and increase security

literacy?

• What implications does the use of cyberse-

curity tools and practices have on the per-

formance, reproducibility, and openness of re-

search software?

• What are the right criteria by which we can

judge the overall success of security tool and

practice use? That is, when will we know that

we have succeeded?

In the long run, we believe cybersecurity

could eventually become “nativized” into re-

search software development praxis in the same

way that software engineering concepts and tools

have been adopted. Many security principles can,

with some reframing, fit into what researchers

already value, such as the FAIR principles for

research software [12].

• Findable software means the software has a

globally unique identifier (such as a DOI or

Software Heritage ID). This facilitates the cre-

ation of “manifest” files that precisely specify

dependencies. Manifest files improve security

because they can be automatically audited for

recency and known vulnerabilities.

• Available software means it is retrievable by

that identifier from known repositories. This

practice improves the security of the soft-

ware supply chain, since the dependencies

come from reliable, trusted sources over an

encrypted channel.

• Interoperable software means that software

operates behind explicit interfaces that can be

incorporated in a wide range of applications,

rather than each author writing a library for

their own use-case. This improves security by

reducing the attack surface and concentrating

efforts on improving a small set of core li-

braries.

• Reusable software means the software has the

metadata necessary to reuse software results

(provenance) and the ability to get the same re-

sults in a reuse (reproducibility). Reproducibil-

ity helps researchers detect tampering, since

they can easily compare a hash of the results,

while provenance can help researchers debug

security incidents when they occur.

Our hope is that researchers may become

conversant in security and able to work with

professionals in cybersecurity and software en-

gineering to achieve it in practice.
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