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 Machine learning (ML) is nowadays embed-
ded in several computing devices, consumer elec-
tronics, and cyber–physical systems. Smart sensors 
are deployed everywhere, in applications such as 
wearables and perceptual computing devices, and 
intelligent algorithms power our connected world. 
These devices collect and aggregate volumes of 
data, and in doing so, they augment our society in 
multiple ways; from healthcare, to social networks, 
to consumer electronics, and many more. To process 
these immense volumes of data, ML is emerging as 
the de facto analysis tool that powers several aspects 
of our Big Data society. Applications spanning from 
infrastructure (smart cities, intelligent transportation 
systems, smart grids, and to name a few), to social 
networks and content delivery, to e-commerce and 
smart factories, and emerging concepts such as 
self-driving cars and autonomous robots, are pow-
ered by ML technologies. These emerging systems 
require real-time inference and decision support; 
such scenarios, therefore, may use customized hard-
ware accelerators, are typically bound by limited 
resources, and are restricted to limited connectiv-
ity and bandwidth. Thus, near-sensor computation 

and near-sensor intelligence have started emerg-
ing as necessities to continue supporting the para-
digm shift of our connected world. The  need for 
real-time intelligent data analytics (especially in the 
era of Big Data) for decision support near the data 
acquisition points emphasizes the need for revolu-
tionizing the way we design, build, test, and verify 
processors, accelerators, and systems that facilitate 
ML (and deep learning, in particular) implemented 
in resource-constrained environments for use at the 
edge and the fog. As such, traditional von Neumann 
architectures are no longer sufficient and suitable, 
primarily because of limitations in both perfor-
mance and energy efficiency caused especially by 
large amounts of data movement. Furthermore, due 
to the connected nature of such systems, security 
and reliability are also critically important. Robust-
ness, therefore, in the form of reliability and opera-
tional capability in the presence of faults, whether 
malicious or accidental, is a critical need for such 
systems. Moreover, the operating nature of these 
systems relies on input data that is characterized 
by the four “V’s”: velocity (speed of data genera-
tion), variability (variable forms and types), veracity 
(unreliable and unpredictable), and volume (i.e., 
large amounts of data). Thus, the robustness of such 
systems needs to consider this issue as well. Further-
more, robustness in terms of security, and in terms 
of reliability to hardware and software faults, in 
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particular, besides their importance when it comes 
to safety-critical applications, is also a positive factor 
in building trustworthiness toward these disrupting 
technologies from our society. To achieve this envi-
sioned robustness, we need to refocus on problems 
such as design, verification, architecture, scheduling 
and allocation policies, optimization, and many 
more, for determining the most efficient, secure, and 
reliable way of implementing these novel applica-
tions within a robust, resource-constrained system, 
which may or may not be connected. This special 
issue, therefore, addresses a key aspect of fog and 
edge-based ML algorithms; robustness (as defined 
above) under resource-constraint scenarios. The 
special issue presents emerging works in how we 
design robust systems, both in terms of reliability as 
well as fault tolerance and security, while operating 
with a limited number of resources, and possibly in 
the presence of harsh environments that may elimi-
nate connectivity and pollute the input data.

This special issue features two keynote contri-
butions, academic and an industrial one, offering 
respective viewpoints and discussing state-of-the-
art issues in training for robustness and on emerg-
ing architectures and technologies such as resistive 
RAM. In particular, the first Keynote article by Seshia 
et al. titled “Semantic Adversarial Deep Learning,” 
accounts for the semantics, context, and specifica-
tions of a complete system with ML components in 
resource-constrained environments, focusing on 
adversarial training for the robustness of deep neu-
ral networks (DNNs). The second Keynote article by 
Rasch et al., titled “Training Large-Scale Artificial Neu-
ral Networks on Simulated Resistive Crossbar Arrays,” 
proposes a novel simulation framework for resistive 
crossbar arrays. Resistive crossbar arrays are promis-
ing options for accelerating enormous computation 
necessary for training modern DNNs, but verification 
of such systems has not been scaled up to realistic 
size problems. Thus, the Keynote article proposes 
a simulator that is capable of exploring design con-
straints on large-scale problems and enabling design-
ers to devise algorithmic measures to pave the way 
for robust resistive crossbar-based DNN training 
accelerators. A Survey paper by Shafique et al. titled 
“Robust Machine Learning Systems: Challenges, Cur-
rent Trends, Perspectives, and the Road Ahead,” is 
also included that taxonomizes the challenges and 
opportunities in robust resource-constrained ML sys-
tems, summarizing the prominent vulnerabilities of 

such systems, and that highlights successful defenses 
and mitigation techniques against these vulnerabili-
ties, both during the training phase and during the 
inference stage. The survey paper discusses the impli-
cations of a resource-constrained design on the relia-
bility and security of the system, identifies verification 
methodologies to ensure correct system behavior, 
and describes open research challenges for building 
secure and reliable ML systems.

The special issue additionally features six con-
tributed articles covering a broad range of issues 
and challenges. The first article, titled “SSCNets: 
Robustifying DNNs Using Secure Selective Convolu-
tional Filters” by Ali et al., introduces a novel tech-
nique that is based on selective secure convolutional 
approach during training that increases robustness 
in DNNs by allowing the trained network model to 
learn data distribution, which is based on image fea-
tures, namely the edges. The second article, titled 
“Adaptive Neural Network Architectures for Power-
Aware Inference” by Anderson et al., proposes an 
adaptive approach in boosting the performance of 
a neural network during the inference stage, based 
on the available power, without completely having 
to reconfigure the neural network parameters. The 
third article, titled “Are CNNs Reliable Enough for 
Critical Applications?—An Exploratory Study” by 
Neggaz et al., investigates the impact of reliabil-
ity issues on the underlying architectures, which 
facilitate convolutional neural networks. Through 
experimental fault injection approaches, the article 
investigates the impact of faults across various layers 
and discusses the vulnerability of the convolutional 
neural network and the host architecture. The fourth 
article, titled “Impact of Memory Voltage Scaling on 
Accuracy and Resilience of Deep-Learning-Based 
Edge Devices” by Denkinger et al., investigates how 
energy-reducing techniques such as quantization 
(which limits the size and number of accesses in 
memories) and voltage scaling, impact the overall 
robustness in edge devices. Energy savings and 
ways to increase them while maintaining reliable 
operation is also the theme of the fifth article, titled 
“Enabling Timing Error Resilience for Low-Power 
Systolic-Array-Based Deep-Learning Accelerators” 
by Zhang et al. The authors propose a mechanism 
that facilitates aggressive voltage scaling while at 
the same time coping with timing errors as well as 
process variation errors. The sixth and last article, 
titled “Backdoor Suppression in Neural  Networks 
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Using Input Fuzzing and Majority Voting” by Sarkar 
et al., completes this special issue with another 
major challenge, particularly the security of neural 
inference. In particular, it addresses the case where 
inference is needed at the edge while training is 
typically done at the cloud. Thus, the trained model 
and training data are interchanged between the 
edge and the cloud creating a significant security 
hole such as inclusion of backdoors. This article dis-
cusses an approach where a trained model can still 
operate as expected, irrespective of the presence of 
such backdoors.� 
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