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 Moore’s Law is still alive and well, as far 
as increasing the complexity of integrated circuits 
(ICs) is concerned. Logic ICs with about 20 billion 
transistors or even more are being manufactured 
today. Their design is a daunting task. While com-
plexity keeps increasing relentlessly, novel techni-
cal challenges (e.g., mask patterning challenges 
and increasing manufacturing variations) appear 
as we are moving ever closer to the limits of tech-
nology scaling.

Machine learning (ML), including artificial 
intelligence (AI) techniques, is increasingly being 
researched as a potential solution to the “design 
crisis” resulting from these forces. It is being applied 
for IC design throughout the entire design flow, from 
hardware–software codesign and system-level opti-
mization all the way down to layout optimization 
and mask preparation.

In conjunction with DATE 2019, a very success-
ful workshop on the topic of “Machine Learning for 
CAD” was held. The audience felt that this topic was 
important and novel enough to warrant a dedicated 
workshop. Thus, “MLCAD—ACM/IEEE Workshop on 
Machine Learning for CAD” was born. Its inaugural 

edition was held already in September 2019 near 
Banff, AB, Canada. It attracted about 30 high-qual-
ity presentations and some 60 participants. For 2020, 
the second edition of the workshop was planned to 
be held in Iceland in September. Alas, the pandemic 
turned out to be more long-lived than initially hoped, 
so eventually, the workshop was held virtually in 
November 2020. After another virtual edition in 2021, 
MLCAD returned to physical presence in September 
2022 in Snowbird, UT, USA. Interest in the MLCAD 
workshop is strong. It attracts a dedicated commu-
nity of researchers and practitioners working on 
applying ML/AI to the task of design automation of 
electronic circuits and systems.

Many of the papers in this special issue are based 
on presentations held at the second MLCAD work-
shop, but the contents extend beyond the workshop. 
Just like the workshop itself, the papers in this spe-
cial issue address the entire design flow and bring 
together academic researchers with experienced 
industry experts from leading companies.

This special issue starts with a keynote paper by 
Andrew Kahng of University of California at San 
Diego (UCSD), based on his opening keynote of 
MLCAD 2020 [A1]. The article explores the relation 
of learning, optimization, and scaling in the con-
text of ML for CAD. It sketches out a vision for the 
development of ML for CAD: from today’s MLCAD to 
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tomorrow’s ML-based design automation (MLDA). 
Just as Andrew’s keynote attracted a lot of discus-
sions at the workshop, so will this article influence 
future research on ML for CAD/EDA.

Before the contributed articles, the special issue 
also includes a survey paper on ML methodologies 
for IC design in advanced nodes, mostly by guest edi-
tors [A2]. The survey is structured along a taxonomy 
of ML methodologies. Thus, the reader will learn 
about state-of-the-art research on EDA for different 
stages of the design flow using shallow models, con-
volutional neural networks, graph neural networks, 
generative models, and finally reinforcement learn-
ing, closing with an overview of open challenges 
and promising directions.

The following contributed articles are arranged 
along the design flow, from codesign of hardware and 
software down to design rule checks for manufacturing.

In [A3], Styliani Tompazi and his coauthors 
(School of Electronics, Electrical Engineering and 
Computer Science, Queen’s University Belfast, Bel-
fast, U.K.) consider the microarchitecture-aware 
modeling of timing errors and the estimation of the 
vulnerability of software programs to such errors. 
They propose a significance-aware code vulnera-
bility factor (SCVF). This metric quantifies the sus-
ceptibility of applications to such timing errors, 
utilizing an ML-based error prediction model. 
The proposed workload- and the history-aware 
error prediction model are based on supervised 
ML methods.

For [A4], industry authors from Infineon Tech-
nologies join forces with researchers from Johannes 
Kepler University Linz and the Technical University 
of Munich to demonstrate how the design cost of 
systems consisting of hardware and software can 
be improved using ML techniques within an indus-
trial design framework utilizing model-based design. 
Using hardware–software interfaces as an example, 
the proposed approach generates optimized solu-
tions using deep reinforcement learning (DRL), 
based on preferences specified by a designer.

Cheng Zhuo and his coauthors from the College 
of Information Science and Electronic Engineer-
ing, Zhejiang University, Hangzhou, China, address 
dynamic voltage and frequency scaling (DVFS) in 
their article [A5]. DVFS is an essential approach 
that is widely used to optimize the performance and 
energy tradeoff. In their paper, the authors employ 
learning models to predict the workload and then 

estimate the corresponding power and thermal dis-
sipation. The proposed framework utilizes a DRL-
based controller.

In [A6], Peng Cao and his coauthors (National 
ASIC System Engineering Center, Southeast Uni-
versity, Nanjing, China) discuss how wide-voltage 
designs can be improved using ML. In wide-voltage 
designs, timing needs to be verified at a very large 
number of corners. The article presents a learn-
ing-based approach to predict path timing for multi-
ple unknown corners at low voltage. The approach 
uses long short-term memory (LSTM) to exploit cir-
cuit topology correlation with timing and a multigate 
mixture-of-experts (MMoE) network to capture cor-
relation among all analysis corners.

Haoxing Ren and his coauthors from NVIDIA 
argue convincingly for the coexistence and actual 
integration of ML approaches and classical algo-
rithmic approaches in [A7]. Using the standard cell 
routing problem as a showcase, they demonstrate 
that the integration of ML techniques with well-es-
tablished algorithmic approaches can overcome 
challenges faced by current applications of ML to 
EDA problems.

Finally, Luis Francisco et al. (Department of Elec-
trical and Computer Engineering, North Carolina 
State University, Raleigh, NC, USA) bring together ML 
and design rule checking (DRC) in [A8]. They apply 
deep transfer learning to the DRC task. A parame-
terized synthetic dataset generator is used to train 
the model, which can identify DRC violations with 
a detection rate of up to 100%, depending on how 
complex the rule is. The proposed checker is 7.5x 
faster than conventional checkers.
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Enjoy!� 

Ulf Schlichtmann is a professor and the head 
of the Chair of Electronic Design Automation with the 
Technical University of Munich (TUM), 80290 Munich, 
Germany. His research interests include electronic 
design automation (EDA) for designing reliable 
and robust systems. Schlichtmann has a Dr.-Ing. in 
electrical engineering and information technology 
from TUM. He is a Senior Member of IEEE.

Bei Yu is an associate professor at the Department 
of Computer Science and Engineering, The Chinese 
University of Hong Kong, Hong Kong. His research 
interests include machine learning with applications 
in electronic design automation (EDA) and computer 
vision. Yu has a PhD in electrical and computer engi-
neering from The University of Texas at Austin, Austin, 
TX, USA. He is a Senior Member of IEEE.

Bing Li is a group leader with the Chair of 
Electronic Design Automation, Technical Univer-
sity of Munich (TUM), 80290 Munich, Germany. 
His research interests include machine learning for 
electronic design automation (EDA) and computer 
architecture. Li has a Dr.-Ing. from TUM. He is a Sen-
ior Member of IEEE.

Raviv Gal is a researcher at the IBM Haifa 
Research Lab, Haifa, Israel, where he is also the man-
ager of the Verification and Quality Analytics Group 
and leads projects utilizing data analytics including 
machine learning for hardware verification. Gal has 
an MA in computer science from Tel-Aviv University, 
Tel Aviv, Israel.

 Direct questions and comments about this article 
to Ulf Schlichtmann, Technical University of Munich, 
80290 Munich, Germany; ulf.schlichtmann@tum.de.

Appendix: Related Articles
	[A1]	 A. B. Kahng, “Machine learning for CAD/EDA: The 

road ahead,” IEEE Des. Test, vol. 40, no. 1, pp. 8–16, 

Jan. 2023.

	[A2]	 T. Chen, G. L. Zhang, B. Yu, B. Li, and U. 

Schlichtmann, “Machine learning in advanced IC 

design: A methodological survey,’’ IEEE Des. Test, 

vol. 40, no. 1, pp. 17–33, Jan. 2023.

	[A3]	 S. Tompazi et al., “Estimating code vulnerability to 

timing errors via microarchitecture-aware machine 

learning,” IEEE Des. Test, vol. 40, no. 1, pp. 34–42, 

Jan. 2023.

	[A4]	 L. Servadei et al., “Deep reinforcement learning for 

optimization at early design stages,” IEEE Des. Test, 

vol. 40, no. 1, pp. 43–51, Jan. 2023.

	[A5]	 C. Zhuo et al., “A DVFS design and simulation 

framework using machine learning models,”  

IEEE Des. Test, vol. 40, no. 1, pp. 52–61,  

Jan. 2023.

	[A6]	 P. Cao et al., “Topology-aided multicorner timing 

predictor for wide voltage design,” IEEE Des. Test, 

vol. 40, no. 1, pp. 62–69, Jan. 2023.

	[A7]	 H. Ren et al., “Machine learning and algorithms: Let 

us team up for EDA,” IEEE Des. Test, vol. 40, no. 1, 

pp. 70–76, Jan. 2023.

	[A8]	 L. Francisco, W. R. Davis, and P. Franzon, “A deep 

transfer learning design rule checker with synthetic 

training,” IEEE Des. Test, vol. 40, no. 1, pp. 77–84, 

Jan. 2023.

mailto:ulf.schlichtmann@tum.de

