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Abstract—Increased commodity use of mobile devices with for multicasting [5], [3], [6], [7], [8]. Only recently havee-
sensory capabilities has the potential to enable missioritical  searchers started to study issues such as caching for DTNs [9

monitoring applications in various domains. However, thes — nfortunately, despite the apparent importance of monitor
mobile-enabled monitoring applications have to often workin ’

environments where a delay-tolerant network (DTN) is the oty Ing "’_‘p.pl'cat'ons_ for these (_qua'ns' there is Iml? rgsleam
feasible communication paradigm. DTNs are multi-hop netweks ~ Providing effective and efficient support for building them
prone to long delays and frequent disruptions. Unfortunatdy, Several of the essential components of modern monitoring ap
there is a lack of effective and scalable support for buildiy plications have been designed for Internet-based envieotsn
sophisticated DTN-based monitoring applications. Detean of where the underlying network provides continuous, reiabl
complex (composite) events, for example, is fundamental to N ’
monitoring applications. However, there is little work in designing !ow—latenqy end-to-en(_j Connect!V|ty, and they 9'0 not woeklw
scalable complex event detection (CED) techniques for DTNghe N @ mobile-DTN setting. A prime example is tre@mplex
current plan-based CED techniques are mostly centralizedand event detection (CEDjomponentComplex events (CEsye
hence are inherently unscalable for DTNs. composed (using various operators) from multiple atomic,

In this paper, we create Comet, — a decentralized plan-based, possibly geographically distributgutimitive event§PEs) [10],
efficient and scalable CED for DTNs. Comet shares the task of [11], [12], [13]

detecting complex events (CEs) among multiple nodes, withaeh .
node degtecting a part of (the ():E by gaggregpating two or more  Most of the popular CED techniques are based on plans
primitive events or sub-CEs. Comet uses a uniqué-function to  that rely, explicitly or implicitly, on centralized procgiag of
construct cost and delay efficienCED trees. As finding an optimal ~ PEs. However, centralization is unacceptable in netwdrés t
CED plan requires exponential-time, Comet finds near-optimal are prone to long delays and frequent disruptions. While the

detection plans for individual CEs through two novel heurigic : .
planning techniques: multi-level push-pull conversion and virtual cost and latency imposed by a centralized CED framework

CED tree creation. Performance results show that Comet reduces May be tolerable for high-bandwidth wired networks, it is
cost by up to 89% compared to pushing all primitive events and prohibitively expensive for DTNs. There are three reasanms f
over 60% compared to a two-level exhaustive search algorith.  this. First, centralization prevents exploiting topolcajiprox-
imity of event sources. Generally, communication overhead
. INTRODUCTION is lower when PEs are processed from nearby sources, and
then partial CEs are detected and forwarded to the sink. This
Recent years have seen the advent and large-scale pradifbecause nearby processing allows early elimination & PE
eration of mobile devices such as smart phones and differ@mit cannot be part of a CE—as opposed to sending all PEs
types of mobile wireless sensors that are capable of aoguirto the sink directly. Second, most existing CED techniques
and disseminating various kinds of sensory data. This hassume network connectivity between various PE sources and
the potential to enable sophisticated monitoring appbcat the event destinations almost always exists; this does not
However, these devices are increasingly being used in erwgld for DTNs, so PEs cannot be pulled at arbitrary times.
ronments where infrastructure limitations preclude aqumtus, Moreover, pushing of some PEs is necessary because of rare
reliable end-to-end network connectivity. Examples oflsSUDTN availability. This assumption does not hold for DTNs
domains include battlefield surveillance and monitoringesf where certain links might be unavailable for long durations
mote rural areas, seismology, interplanetary space eaqdor, Third, DTNs operate on a store-and-forward paradigm, and
and oceanography. hence PEs will be stored at intermediate nodes until the
Delay-tolerant networking (DTN) has been proposed amtxt link becomes available. It is advantageous to process
is being increasingly adopted as the networking architectPEs and detect sub-CEs at intermediate nodes when waiting
for such environments [1], [2], [3]. DTNs exist outside o&th for the availability of the next link. While there are a few
Internet; DTN links are characterized by long delays, fesgu decentralized CED systems [14], [15], they are not plan-
interruptions, and high error rates [4]. Research on DTNs hbased. Planning is important for comprehensively exptprin
primarily focused on routing issues either for unicasting dhe cost-delay tradeoffs so that the system utilizes thitadla



resources in an optimal fashion. A. DTN

This paper contributes a novel, decentralized multi-stageDTNs are mobile networks in which continuous, bi-
framework, calledComet for efficient and scalable CED in directional, end-to-end connectivity between two arlbjtra
mobile-DTNs. To the best of our knowledge, Comet is the firfosts is not guaranteed. The links (also referred texas
plan-based decentralized system. Comet supports distribu tact§ of a DTN are characterized by intermittent connectivity
of the CED process among multiple nodes, with each noggepending upon when the end-nodes of a link come within
detecting a part of the CE (sub-CE) by aggregating two e&ch other’s wireless range), asymmetric data rates, ajd hi
more PEs or sub-CEs. Because finding an optimal (lowestror rates. DTNs operate on a store-and-forward paradigm
cost plan is NP-complete, Comet includes a heuristic plEiniwhere a node stores a packet it receives until an onward
algorithm that, given a CED delay tolerance, derives a CHipk towards its destination becomes operational. Based on
plan with low cumulative communication cost. The CED plathe temporal link connectivity characteristics, DTNs ca b
output by Comet specifies where (on which nodes) the suflassified into two broad classescheduled-contacts DTNs
CED tasks are hosted, which constituent events are pusk@@opportunistic-contacts DTN$n scheduled-contacts DTN,
to that node, which constituent events are pulled by thgde contacts among nodes occur according to a schedule,
node, and in what order. Comet can exploit both single targgd opposed to in an ad-hoc manner in opportunistic-contacts
pulls (in which instances from a single event source a@TNs. In other words, the up and down times of the links
retrieved) and multi-target pulls (in which eventinstasi®m of a scheduled contacts DTN can be predicted to a reason-
multiple sources are retrieved), and it incorporates sgvegble degree of accuracy. The data ferry network that uses
novel features. buses/trams operating according to a specified schedule is a

e First, we present a technique to construct a cost and def@mple of scheduled-contact DTN. In this paper, we confine
efficient detection tree for a CE given the destination ar@}!l discussion to scheduled-contacts DTNs.
the PE sources. Ideally, the CED tree should minimize bothOur discussion is based on the following conceptual model
the cost and the delay of transferring PE instances frdph Scheduled-contact DTNs. The DTN is composed /of
the source to destination. However, it is often impossiblRPdes represented %7, V3,..., Vv }. A link is the intermit-

to achieve both. We combine these two factors into a noJ&t connection between two nodes. The link between nodes
h-functionand use it to guide our tree construction. Vy andV, is represented a5,. Each link is associated with
e We design a multi-level push-pull conversion mechanis%ve properties. The expected o_Ilsconn_ectlon pe_nod of thie i
. S . . g, represented aBDP(Ly,), is the time duration between
that can work in conjunction with multi-level CED trees . : ; .
" . ; two consecutive active sessions of the link. In other words,
Our cost-delay sensitive heuristic algorithm operates In

o : . nce Ly, becomes disconnected, it is expected to remain
two phases: first by converting as many proactive pusa‘x I

operations as possible into single-target pulls; and then ormant for EDP(L ). Analogously, the expected active
P p 9 get pulls, eriod of L ¢, represented aBAP(Ly,), is the time duration

?ncigvrirlgllggcaa:ZeTSSI)IISOf the remaining pushes as possﬂ%? which Ly, is expected to remain active after gaining
) o _connectivity. The bandwidth ol ,,, denotedBW (L), is
e Third, any planning strategy that works at the granularifhe number of bytes per second that can be transferred over
of links suffers from the limitation that it cannot explorequ when the link is active. The latency &f;, (represented as
certain plans. Specifically, suboptimality can result fror@T(Lfg)) is the time required for a packet to travel fror
t.he negd for certain PEs to be pushed along a particu{@rvg when theL , is operational. Generallyg DP(L;,) >
link while other PEs are pulled along the same link. Cometr (1, . ). The worst case delay in transferring a packet along
overcomes this I|m|tat|9n by creating mqupIg V|rtuaIqu is denoted asDL(L,). Although DL(L;,) is equal to
topologies through a unique technique calibrting the sum of EDP(Ly,) ahdLT(Lfg), it can be approximated
We have run extensive experiments with Comet. Perfds EDP(Ly,) (since EDP(Lyg) > LT(Ly,)).
mance results show that Comet reduces cost in some topoloEach link is also assumed to be associated with a cost factor
gies by over 89% compared to pushing all primitive eventéjenoted a&’F(Ly,) for link Ly,). The cost factor represents
and over 60% compared to a two-level exhaustive seardi® cost of transferring one packet of data over the link. In
algorithm. Moreover, in most topologies, Comet outperfernthis paper, we regard the cost factor as a generic parameter
all other techniques, often by similar margins. This inesid specified according to the characteristics and constrafrtte

both skewed topologies and topologies with increasingliepPTN. A commonly used cost factor is the inverse of the link
bandwidth CF(Ly,) = WLM))’ wherey is a constant.
Il. BACKGROUND AND CHALLENGES B. CED
CEs are composed from two or more PEs. PEs are events
In this section we briefly discuss the fundamentals of CEfbat are generated atomically from the sources. Each event
and DTN. Then, we formally state the problem of CED o(PE or CE) is associated with a unique identifier. Varigllge
DTNs and explain why the existing CED techniques are ndenotes a PE with ID, andpe] represents thg'" instance of
appropriate for DTNs. pe;. Each event instance is also associated witat-Time



and anEnd-Time An event instance is said twccur within a (@)
certain time duration if both the Start-Time and the End-@im
of the instance fall within the duration.

As in previous CED schemes [10], [16], [11], our system

Vi . (pe1,pez.pes,pes) .
supports a standard set of event composition operatora/(sho 1)

(c) Centralized Push-Pull:

. . . (pes) (pes) (pe1,pez)
below). Most of the operators_ mcorpo_rate a time \_Nlndow Vi e @ @ @
argument (represented as) which specifies the maximum @ @ @ @
duration between any two PE instances that are part of a | re:  pe.  pes  pe
CE instance. Below, we provide informal descriptions of the L L
operators. Formal descriptions can be found elsewhere [10]

« and operator &nd(pes, pea, . .., pem; w)): An instance
of the CE is detected when at least one instance of every

constituent PE occurs Within_a sliding vv_indow of Iengttbf its cost factor (F(L,)) and the average number of bytes
w. The Start-Time of the CE is set to th&nimumof the transferred through the link per unit time. The cumulatiestc

Start-Tlmes of corlstltuent PE |nstances and End-.T|me 8fa detection plan is the sum of the costs of all links invdlve
the CE is themaximumof the End-Times of constituent

PE i in the plan.
Instances. . The plan will essentially include three things: (1) whera (o
« seqoperator §eq(peq, pea, . .., peqm;w)): A special case

fth q : here the PE inst ¢ which node(s)) the CED process will execute; (2) for each
ot theand operator where the Instances mus Qccur fbde involved in the CED, which of its constituent events
thesame ordeas specified in the parameter list (i,

: ) will be pro-actively sent (pushed) to the node, and which wil
{L.., (T? — 1)}, pei.End-Time < I_?e;\“(':SEtart':—'me)'_ be obtained by the node when needed (pulled); and (3) if a
» Or operator ¢r (pel’p@.’ - Pem)): INSIaNce 1S ode pulls multiple constituent events, in what order wduld
detected each time an instance of any one the constitu

PE | trast to ted and th ‘ 58%done. A CED plan is usually represented as a séininé
S occurs. In contrast to and theseqoperators giqi0 machines (FSMdrach node executing the CED process

theor loperator doe§ not require a time v_vmdow parame.t(?{as an associated FSM that specifies the sequence of push and
« negationoperator (): Negation operator is used to speuf—pu” operations that are executed by that node.
ically exclude events imnd and seq operators.
If pex appears as an argument in the definitiorc@f then p. challenges
pey, is said to be aonstituent evendf ce;.

(b) Centralized All-Push:

Fig. 1. Centralized CED on DTN

With an example, we now explain two existing CED tech-

C. Problem Statement niques and discuss why they cannot be trivially adopted for

Consider a set of. PE sources. Each PE source resides ¢WTN settings. Figure 1(a) shows a scheduled contacts DTN
a DTN node. The DTN may have additional nodes other thayith 7 nodes. There are foyre; throughpe,, residing on
those that host PE sources. Every node is assumed to haggesV, through V7 respectively. The PE frequencies are
computation, communication (radio transmission) andagfer shown in the diagram, where the notatiofyy means that:
capabilities. events are generated everytime units. The numbers next to

For each CE, a node of the DTN is designated as iige link indicate their respective cost factors and EDPg8sp
destinationor sink (represented a¥(ce;) for the complex the CEsce; = and(pey, pes, pes, pes; 2) is to be detected at
eventce;). This is the node at which the CE is eventuallyhe nodeV;.
needed. For example, this can be a base station on earth (ifthe simplest centralized CED approach is to push every
case of interplanetary DTNs) or a logistics planning camipstance of each PE as soon as it occurs to the destinations
(in battlefield DTNs). Each CE is also associated with af all CEs that it is part of. The destination checks which
delay tolerance limit(or simply delay tolerancerepresented set of PE instances result in a CE instance. No other nodes
as A(ce;)), which signifies the the maximum detection delaperform any CED tasks. This approach is an adaptation of
that can be tolerated for that CE. The delay for a CE instanttee CED technique used in active databases and triggers [16]
is the difference between the time at which the last corestitu [11]. In this plan, each CE is associated with a single FSM
PE instance of the CE occurred and the time at which the GEits respective destination. Figure 1(b) shows the onlMIFS
was detected at the destination. The delay of the CE is t(@ nodeV;) of this plan. The other nodes do not perform any
maximum of the detection delay over all of its instances. detection tasks, and hence do not have associated FSMs.

Given (1) the topology of the DTN (including the EDP, EAP, This approach yields the lowest delay but is very costly—
BW and LT of various links), (2) the location and source o fact this approach has maximum cost. This is because it
each PE, and (3) the definition of a set of CEs that needsposhes instances irrespective of whether an instance lyas an
be detected, their respective destinations, and theiviohatl chance of being a part of a CE instance. In our example, most
delay tolerance limits, the problem is to come up with a planstances ofpe; will not become part of any CE because an
that minimizes the cumulative cost of detecting the set of.CHnstance ofpe, is produced only once in 8 seconds, and the
The cost of a linkL ¢, under a certain CED plan is the productvindow length is 2. A main drawback of this approach is that



it fails to utilize higher delay tolerance limits for lowag and adaptation enginthat executes the plans and adapts them
CED costs. to cope with various dynamics. The execution and adaptation
An alternate technique proposed by Akdere et al. [10gngine is beyond the scope of the current paper.
attempts to alleviate the problem by selectively pushintpoe As mentioned in Section |l, Comet has to provide answers
(usually the cheapest) PEs to the destinations. A degiimatio a set of important and inter-related questiofly. Which
pulls the other component PEs when it notices (based on Blb-CEs of the given CE are to be detected? In other words,
instances that have arrived) that there is likelihood of a Atbw do we (recursively) divide a CE into multiple sub-CEs?
instance. The problem is to decide, for each CE, which RE) Where (on which nodes) are the processes for detecting
sources will be pulled by its destination and in what order, she given CE and each of its sub-CEs going to be hosted?
that the detection cost is minimized while ensuring that tHénally, (3) For each CE and sub-CE, which of its component
detection delay does not exceed the specified tolerance linevents (PEs or other sub-CEs) are going to be pushed to its
The authors provide an optimal algorithm that is exponéntidnosting node, and which component events are going to be
time. They also proposes a heuristic algorithm. Their algor pulled, via single-target and multi-target pulls, and inieth
employs two kinds of pulls single-target pullsn which the order? The goal is to come up with answers to these questions
destination sends out a pull request to only one PE sousigch that the delay tolerance limit of each CE is respectdd an
at a time andmulti-target pulls (or simultaneous pullsin the cumulative cost of detecting CEs is minimized.
which the node simultaneously pulls from multiple PE sosrce Before discussing the design of our CED planner, we state a
Note that in this technique also, the entire CED procefsw fundamental assumptions that will be used throughout ou
essentially occurs at the CE’s destination. The plan for a Glscussion. First, we assume the planner knows the freipgenc
will consist of a start state in which certain PEs are pusbedadf the various PEs of a given CE and the topology of the
the destination, possibly followed by a sequence of stateshy DTN and the properties of various links (EDP, EAP, BW, LT,
corresponding to a single or a multi-target pull. Figure)1(cCF, and DL). Second, the nodes of the DTN have enough
illustrates one such plan fae;. storage to hold all the incoming data until it can be transfeér
Even this technique suffers from several limitations. fFits to the next node along its path. Third, once a link becomes
can still result in significant degree of wasted commundgati active, its EAP and BW are sufficient to transfer all the data i
In Figure 1(a), one of the lowest-cost centralized CED ptan fthe outgoing buffers of its end nodes. Dealing with resource
cey will involve pushingpe4 to V4, andV; pulling pes, pes and  constraints requires effective prioritization of comnuation,
pey in that order. Note, however, that for a significant fractioatorage and processing of events, and it is part of our future
of pey instances, there might not be apys instances that work.
occur within the time window«{ = 2). Pushing such events Fundamental to our CED planner is the concept of a CED
to V4 will result in higher costs, especially if the cost factor ofree. The CED tree of a complex event is composed ofe;’s
Ly3 is high. In general, it is better to discard such instanceestination as its root and the source nodes:g§ component
early on. Second, due to frequent and potentially long linREs as it leaves (although a PE source can be a non-leaf node).
disconnections, pulling events by the destination will ad@omet computes cost-and-delay effective paths (see below)
significantly to the detection delay. In our example, pgjlirs  from the source of each component PE to the CE destination.
can add up t® x (EDP(L;3)+ EDP(L3g)). The factor of The DTN links and nodes that are part of at least one such
two is because the request and response messages can eaphthgfrom a component PE sourcedq’s destination) form
preceded by a link disconnection. The problem is exacedbatdges and the intermediate nodes of the CED tree. A DTN
in situations where PE sources are several hops away fropde that lies at the intersection of the paths from two or
the destination. Considerable delay savings can be olotaimeore PE sources to the CE destination is callgdretion
by pulling pes from V3. In general, when the EDP of the Our system operates on a per-CE basis — i.e., for each
links closest to the sources is relatively high, it is benefio individual CE in the system, the CED planner modules are
push the PE to an intermediate node. The destination can tleroked independently to produce a multi-level near-optim
pull from the intermediate node. Centralized CED techniqu€ED plan for that CE. Our CED planner is comprised of
(including the sophisticated one that allows selectivehnparsd three novel components, namely, GED tree construction
pull) preclude such plans. componenta multi-level push-pull conversion compongegd
a virtual topology creation componenthe first component
employs a novel cost and delay heuristic to create an efficien
Comet addresses the above limitations by distributing tl@éED tree for each CE. Our second component addresses
CED process among multiple DTN nodes. In other wordthe challenges in extending the push-pull conversiondase
multiple nodes may share the task of detecting a CE. @flanning strategy to multi-level CED trees. The third com-
unigue aspect of our approach is that it employslti-level ponent creates multiple virtual trees for a given CED tree to
hierarchical structures calle€CED Trees(defined later in the overcome the potential suboptimality caused by operating a
section) as the basis for detecting CEs. In this paper, awsfo link granularity (see Section IV-C). Comet creates a set of
is on the CED planner which devises cost effective CEDvirtual CED trees, executes the push-pull component on each
plans. The plans produced by Comet are fed int@eacution topology, and selects the best plan among them.

IIl. COMET OVERVIEW



(a) @ (b) Initialization:
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Fig. 2. lllustration of Multi-level Push-Pull Conversion

IV. DECENTRALIZED CED PLANNING IN COMET node through conversion of the corresponding links fromhpus

. . . to.pull (see Figure 2).
In this section, we explain each of the three components ofp ( 9 ) . . )
Our scheme operates in two distinct phases. In the first

Comet’s decentralized CED planner. . .

phase, as many links as possible are converted from push
A. CED Tree Construction and Sub-CE Determination to single-tgrg_et pull without violating the detection dela

tolerance limit. In the second phase, we convert as many of

The first challenge in supporting multi-level CED is tqhe remaining push links as possible to multi-target pults,(
construct an efficient CED tree for each CE. We do thisy|| them simultaneously with sibling links that alreadyba
by computing cost-and-delay effective paths from each copg|| status). The rationale for performing these two phases
ponent PE source to the CE destination. Ideally, the paW)s order is that, while converting a push link to a sequanti
should minimize both the cost and the delay of transferrirkgm always yields higher cost savings, it also substatial
PE instances from the source to destination. However, jiitreases the CED delay (as much2as EDP(L,) for link
most practical scenarios it is almost impossible to obta'pfq), On the other hand, generally, converting a push link to
such paths — DTN links that have minimum cost may nef multi-target pull causes only marginal increase (or in som
have minimum delay, and vice-versa. We address this probl@akes no increase) in detection delay. Our scheme esgential
by assigning weights to DTN links according to a noel fo|lows a greedy strategy by seeking to maximize cost saving
functionthat combines both cost and the delay characteristig§h each conversion in the first phase, and trying to obtain
of links. The h-value of a DTN linkLg, is computed as fyrther cost savings, albeit in (relatively) smaller amtsufor
h(Ltg) = a x C,\Ai%éé) +(1—a)x ﬁﬁiﬁg@ , whereCF(Lyy) each conversion, while ensuring that the resulting impact o
andDL(Ly,) are the cost factor and delay b, respectively, delay is marginal.
MAX-CF and MAX-DL are the maximum cost factor and Tyo important questions need to addressed when converting
maximum delay over all links in the DTN, andis a weight jinks from push to single target pulls in the first pha@.For
factor that can be used to adjust the relative importance ©f.p, junction node, which set of links should be converted
cost factor and delay respectivelly. Notice that the lower thegm push to pull so that the cost of the plan is minimal and
cost factor and delay of a DTN link, the lower thevalue.  he corresponding delay does not exceed the tolerg@}éfa
Once the h-values of all the DTN-links are determined, Wgode has multiple incoming pulls, in which order should they

use Dijkstra’'s shortest path algorithm [17] to find the patBe performed? Since the optimal algorithm to solve question
W|th minimal Cumulativeh Value from eaCh PE source to tth exponentia| even for centralized Settings (Sing|e |&eD
CE destination. The union of these paths form the CED trafees), we adopt a greedy heuristic approach. Since our goal
We then determine the set of junction nodes in the CED trgg.to minimize cumulative costs, our heuristic is the ratfo o
Each junction in the CED tree may potentially host a sukpst reduction to the delay increase caused by a push-to-pul

CED process. The sub-CE to be hosted at a junction figde conversion. We denote theost-to-delay ratioas CDR, so

is determined by applying the same operator as that of the) R(Lgy) = ngfas?:sgfsloctgﬁlszdb@ycf)?q:\éer{;jggfgfrf;?nmpﬂiihtéopﬂﬁ"-
g

original CE to the set of PEs and sub-CEs that interseB}at oyr technique performs push to single target pull convessio
] ] in the decreasing order of the links’ CDR values until a stage

B. Multi-Level Push-Pull Conversion Component where any additional conversion would cause violation ef th

Given a CED tree (original or virtual), this module producespecified delay tolerance. If a node has several incoming pul
a near-optimal plan (in terms of detection costs) congjsti links, the respective component events are pulled in irstnga
push-pull schedules at every junction node for detectirgg tRrder of their frequencies. The idea is to let the sub-CED
corresponding CE/sub-CE. Our technique starts with a gimgirocess at a node advance only after resolving the most
plan in which the CED process at every junction node followgfficult hurdles.
a simple 2-state FSM analogous to the all-push plan. ThisComputing CDR values requires estimation of the cost and
module progressively transforms the FSMs at the junctiatelay of a multi-level CED plan. We extend the FSM-based




@ cosT=p7ess ®) cosT=05167 This yields a cost of 0.5167 per unit time. However, exegutin
our push-pull module on the original CED tree fails to progluc
this plan.

Our mechanism to circumvent this problem is to create
multiple virtual CED trees by selectively eliminating one
or more junction nodes through a unique technique called
shorting When we short a particular junction node, Say,

n s we remove it from the topology and connect each of its
children (sayV, and V},) to V;'s parent node, say.. The
Fig. 3. Virtual Topology Creation via Shorting cost factor of the new link betweev], andV, is set to the

sum of the cost factor of the original link betwe&p and V;
and the cost factor of the original link betweéfy and V.

cost estimation model [10] for multi-level CED trees. Thead (CF(L,,) = CF(L.;)+ CF(Ly,)). This is because the cost
is to use a bottom-up approach to estimate the frequenCiefopf{ransferring a byte of data frorii, to V, in the original
various sub-CEs. This is in turn used to estimate the amoudpology iSCF(L.s) + CF(Ly,) if Vf were to just act as a
of data transferred per unit time at every link in the CED tregansit node (instead of detecting the sub-CE). Analogousl
The cost of a plan is the weighted sum of data transferred gep pP(L.,) is set toEDP(L.;) + EDP(L;,) because this
unit time overall links in the tree, the weight being the eosts the worst case disconnectivity period betwd&randV in
factor of the link. The delay of a plan is also estimated thgiou the original topology. Howeve& AP (L., ) is approximated as
a bottom up approach. At each junction node, we estimaigin(EAP(L.;), EAP(Ly,)) andBW (Le.,) is approximated
the delay of the corresponding CE/sub-CE by analyzing tRe min(BW (L.;), BW(L¢,)). The reason is that this repre-
critical path of its FSM (longest sequence of operationskents the worst case EAP and bandwidth betwiéeandV in
along with the EDP values of the incoming links and thehe original topology. Figure 3-b indicates a virtual topgy
delays of its constituent events. Our technical report il created by shorting;. The numbers next to the links indicate
the mathematical formulation and a detailed discussioruof othe CF and EDP values, respectively.
cost and delay estimation models [18]. Theoretically, we can create virtual topologies by shagrtin

In the second phase, our planner checks the links that séllery possible combination of junction nodes and executing
have a push status at the end of the first phase to see if @y push-pull module on these topologies to yield an optimal
of these links can be converted to multi-target pulls. Ineordplan. However, this is inefficient because it will require us
to ensure that delay tolerance limit is honored we enforee tto execute the push-pull module on;_, (;) wherer is
following condition: a link L s, that has push status at the enthe number of junctions in the original CED tree excepting
of phase 1 can be converted to a simultaneous pull withtige original destination. Therefore, we adoptexel-based
sibling link Ly, only if (1) Ly, already has pull status andstrategy. Suppose the original CED tree is of height If
(2) the push-pull conversion df;, doesn't violate the delay the tree isshorted at levelg, all the junctions that are at
tolerance limit. We consider the links for conversion in thieastq hops away from the destination are eliminated. Note
decreasing order of the estimated cost reduction. that if a tree is shorted at levél we get a single-level tree.
If the original CED tree is of heightd, Comet generates
H — 1 virtual trees by shorting at leveld — 1 through1. The

The above multi-level push-pull conversion technique agush-pull module is executed on each of these virtual trees i
sumes that the junction node of the CED tree hosts a sub-CR@dition to the original CED tree and the lowest cost plan is
process. In most scenarios, executing this component on #atected. In our example, if we execute the push-pull giyate
original CED tree is sufficient for obtaining a near-optimabn the virtual topology generated by shorting at level 1,cluhi
plan. However, in certain settings, performing sub-CED a&liminatesVs; (see Figure 3-b), we get the aforementioned
every junction node of the original CED tree will yield plandowest-cost plan (pushinges all the way up toV; and then
that are suboptimal irrespective of the combination anaiordpulling pe, followed by pe;).
of links that are pushed and pulled.

Figure 3-a gives one such example. In this CED tree,
there is one junction nodel¥) other than the destinationA- Experiment Setup
V1. On this topology, if the delay tolerance limit is large, We have implemented botBometand our DTN simulator
our push-pull conversion module will produce the followingn Java. The DTN simulator simulates the DTN model de-
plan: pes is pushed toVs; V3 pulls pes; the detected sub-CE scribed in Section 1I-A. The simulator contains a number of
(andpes, pe2)) is pushed tol;; thenV; pulls pe;. The cost DTN nodes, each of which connects to its neighbors according
in this case is 0.7943 per unit time. In fact, this is the lowe$o a given schedule. Each DTN node can be either a PE source,
cost planif V3 is forced to detect the sub-event épeh, pe2). a CE sink, or a junction node, depending on how the CED
However, the true lowest-cost plan is to pysh all the way tree is constructed. If the node is a PE source, it generates
up to V1, which will then pullpe; and subsequently pulles.  PE instances according to a Poisson distribution. We use the

C. Virtual Topology Creation Component

V. EXPERIMENTAL EVALUATION
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Fig. 4. Performance of the four algorithms with nonuniforasttand uniform Fig. 5. Performance of the four algorithms with uniform castl uniform
latency per link. latency per link.

Zipfian distribution to generate the PE occurrence freqigsnc Push 66% less thaiCentralized Heuristicand 56% less than

Each DTN r_10de s also capablg Qf executing the SUb'CI':(I?entralized Optimal Specifically, as expectedll-Push fails

plan, which is represgnted as a finite state machine. . to filter PEs and so incurs a large cost across various DTN
In aII_ of our experiments, we assume that the DTN III"kﬁnks due to transmission of PEs that cannot be part of any

are reliable when they are In_operation. Also, recall _th?fE. While the other two algorithmsGentralized Optimaand

we assume the expected active period (EAP) of all IInkéentralized Heuristie-are able to filter out some PEs. Comet

IS su_ﬁ|C|entIy long tq transmit all data n the buffgr of thqs superior to both because its multi-stage nature allons PE
sendln_g node. We .W'“ focus on two major propertles of .th be pulled from nodes closer to the source; i.e., from the
DTN link — Bandwidth and Expected Disconnection Perio aves to the interior nodes, which filters out additionakPE

(again, see Section 1I-A). Our planner and DTN simulatoA ain, Centralized Optimaland Centralized Heuristiconl
support different models for bandwidth and EDP. Howeve\gg ’ " y

for simplicity, we use three categories of bandwidths: Io ull events at the destination. Note that creating a mtdtjs
. ' . . ‘ timal algorithm is infeasible b iti ticthi
bandwidth (128 Kbps), medium bandwidth (256 Kbps) and . o & oM IS INfeasibie because 1t 1S exponeniane

mber of links.
high bandwidth (1.2 Mbps). We define the cost factor as . : - .
packet size £or EDP we also use three categories: low ED A comparison of theCentralized Heuristido Centralized

bandwidth * . . : : timal shows that whileCentralized Heuristicproduces
(30 seconds expected disconnection period), medium E . : PR
. . . . . ntical results in some cases, it is inferior in other sase
(2.5 minutes expected disconnection period), and high EDF". . . I . :
, . ; . his is becaus€entralized Heuristidirst examines sequential
(5 minutes expected disconnection period). . . .
pulls, which can result in searching of a subspace of the
B. Results solution space in which the optimal plan does not occur.

For each experiment, we show the results of four differeftentralized Optimalenumerates all possible plans in which
algorithms. The baseline planAdl-Push where all events are Pulls are performed at the sink.
pushed to the sink immediatell-Pushalways satisfies any ~Figure 5 shows results for a similar experiment as was
delay restriction for which there exists a feasible plane THshown in Figure 4, except that the cost per link is uniform.
Centralized Optimaplan is the one suggested as optimal ifhe results are similar in many cases, but there is a range of
the work by Akdere et al. [10]. Note that it is optimal only fordelay restrictions—85 to 100—in which Comet has a higher
solutions in which pulling of events occurs only at the sisix, Cost thanCentralized OptimalThis occurs because when the
Comet, with its multi-stage nature, can outperfd@entralized cost per link is uniform, the benefit of pulling PEs close to
Optimal The Centralized Heuristiglan is our adaptation of the source is lower. ALentralized Optimalexplores more
the heuristic algorithm suggested in [10]. Finally, Comet of the (plan) solution space, it can and does perform better
our novel multi-stage heuristic plan described in Sectign | for this small range of delay restrictions. Future work will

Figure 4 shows results of cost for the aforementioned foagldress this issue; briefly, we plan to explore the potential
algorithms. The delay tolerance ranges from 0 to 250 minut@$ concurrent pulls when the delay tolerance is modest. The
The topology in this experiment is such that the EDP is higiming of pull requests may be reassigned so that the event
(5 minutes) for all links, and the bandwidth per link is 12&ources with similar frequencies will be pulled concurkent
Kbps on all links connected to the sink, 1.2 Mbps on all linkdepending on the given delay tolerance. We will also comside
connected to the sources, and 256 Kbps on all other linkse N&g-scanning the overlay tree topology to balance the sub-CE
that for delay restrictions smaller than 16.5 minutes, ahisr latencies for different subtrees, which will eventuallyllfu
no feasible solution, even witAll-Push utilize the potential concurrency in detecting CEs.

The results clearly show that Comet is superior to the otherFigure 6 shows results for the same two experiments as dis-
three algorithms. Comet has a cost that is 89% less #lan cussed above, except that the link latency is now nonuniform
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Fig. 6. Performance of the four algorithms with nonunifoatehcy per link, Fig. 7. Performance of Comet with different heuristics. Top figure has
for both uniform (top) and nonuniform (bottom) cost per link uniform cost per link, and the bottom figure has nonuniforratqeer link.

The links connected to the sink have an EDP of 5 minutes,
an EDP of 30 seconds for the links connected to the sources, al
and an EDP of 2.5 minutes for all other links. Essentiallis th
experiment shows similar, if not quite as pronounced, tssul
to Figure 4.

Next, Figure 7 shows results for the same two experiments
as discussed in Figure 6, except that the ordering of FSMsstat 4
changes are determined using only cost rather than the ratio 2t
of cost to latency. Note that in this experiment we compare o COD o000
Only the tWO Vers|0ns Of Comet 0 20 40 60 80 100 120 140 160 180 200 220

This experiment makes it clear that it is better to use the
ratio of cost to latency for ordering potential status chemngrig g, Pperformance of Comet where the degree of the junatiotes is
in Comet. On one hand, using purely cost, irrespective of thaied (randomly) from 1 to 3.
change in latency, may cause Comet to choose pull operations
that can cause significant plan latency increases and alds le
to fewer pull operations elsewhere in the plan due to theydel&entralized Heuristicand 89% less thaAll-Pushin term of
tolerance. On the other hand, using the ratio of cost redmicticost per minute.
to latency better balances the change of both cost and latenc Figure 9 shows the impact of the depth of CED tree on
It also can leverage the potential of pull concurrency, Whighe cost of the detection plan. When the depth of CED tree
can in turn lead to cost reduction with only a small latencycreases, the cost decreases. This is due to the muli-stag
penalty. sub-CE detection of Comet; recall that it allows the PEs to

Figure 8 shows results of the four algorithms on a skewds pulled from junction nodes closer to the source. This not
topology, in which the degree of junction nodes varies fromdnly alleviates the load at the links connected to the sink,
to 3. The EDP is set to high (5 minutes) for all links, and theshere the bandwidth is usually limited, but also signifi¢ant
bandwidth per link is 128 Kbps for all links connected to theemoves the unnecessary latency due to the long turnaround
sink, 1.2 Mbps for all links connected to the sources, and 2%5ifhe of the pull request and reply between the sink and source
Kbps on all other links. Again Comet is superior to all otheAt times when there is no PE satisfying the pull request,
algorithms, even with such a skewed topology. On averadbe penalty is limited because of the relative short latency
Comet is 61% less tha@entralized Optimal69% less than between the junction node and the source. Note that at the
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—A— Centralized Optimal
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Cost Per Minute
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en®y be problematic in certain situations — a decision to conaert

particular link from push to single-target pull may preaud
] several conversions from push to multi-target pulls in the
second phase, which collectively might have yielded higher
cost savings. An attractive option is to identify and reeers
problematic single-target conversions in the second phase
] Second, currently, if we short the CED tree at a particular
] level all the junctions at that level are eliminated. A bette
] strategy is to operate at a finer granularity and short orgy th
2 3 set of junction nodes that are contributing to higher détect
CED Tree Depth costs. Since an exhaustive search of all possible combirati
of junction nodes is highly inefficient (see Section IV-C, we
Fig. 9. Performance of Comet with different CED tree depth. need to design a simple heuristic for checking whether siwrt
a particular node will lead to higher cost savings.
— In addition to these immediate improvements, there are
os} — a number of open challenges that require significant en-
8 1 hancement of our current system. First, we assume that the
various nodes and links in the system have enough stor-
age and bandwidth resources to hold and transfer all event
instances. These assumptions may not be valid for highly
resource constrained environments. In such scenariopldhe
ner will have to incorporate smart and effective prioritiaa
and load-shedding mechanisms. Second, we need to design
o 20 30 a0 s s 70 s 90 incremental strategies to deal with environmental dynamic
such as additions/deletions of CEs and variations in link an
node characteristics. Third, many domains DTN nodes are
Fig. 10. Benefit of using two-phase algorithm in Comet. powered by batteries. For these domains, it is important to
consider power consumption as an additional factor during

CED planning. Addressing these challenges is a part of our
same time, the cost of centralized optimal remains constafifture work.

because centralized detection plans do not utilize thetipmc
node to further reduce the plan cost and latency. VII. RELATED WORK

Figure 10 shows the benefit of the 2-phase algorithm of CED originated in the field of active database systems as a
Comet. The concurrent pull phase of Comet (which is th@echanism to respond automatically to events that aregakin
second phase) further explores the concurrency of pull-opglace either inside or outside of the database system [11].
ations, especially when the delay tolerance is modest. M@irrent work on CED has focused on two main issues, namely,
of the time, the 2-phase algorithm results in a significarst coreducing the computational overheads at the server [13], [1
reduction compared with the algorithm with only conversioand reducing the communication costs [10]. The plan-based
of pushes to single target pulls (which is the first phaselED technique [10] reduces the communication overheads
The second phase further reduces the cost by converting mereCED by intelligently pushing and pulling PEs. There are
pushes to pulls, but without a significant latency penaltteN several crucial differences between Comet and these rexisti
that in this figure, when the delay tolerance is 10 and ¥Jstems. Most importantly, the above techniques are dentra
minutes, there is no difference between the single phase angd in the sense that the entire CED process occurs at a
two-phase algorithms. This is because (1) at the toleraficesthgle node. Comet on the other hand is based on multi-level
10 minutes, the only available plan is to push all events ¢o titED paradigm and it enables sharing of CED tasks among
sink; and (2) at 90 minutes, there is nothing for the coneurremultiple nodes. Chandramouli et al. [19] study the problém o
pull phase to improve, because the first phase has alrea@yurately estimating latency in distributed event preices
converted all the available push operations. systems. Distributed data stream processing [20], [21],[2
[23], [24], [25], [26] is another area that is closely retht®
our work. However, as Akdere et al. [10] have noted, data

As our experimental study has demonstrated, Comet paiream processing systems have to rely exclusively on push-
duces high quality plans in most cases. However, there hiased data transfer. On the other hand, CED systems have the
room for further improvement. We have identified two specifitexibility of utilizing both push and pull data transfer mexl
avenues for improvement. First, in the push-pull conversidghus providing an additional dimension for optimization. |
module, multi-target pulls are explored only when no moiie also noteworthy that most of the current distributed data
push links can be converted to single target pulls. This catream processing systems have been assuming a traditional

Delay Tolerance (Minutes)

VI. DISCUSSION



continuously-connected network. Our work also bears aimil [9]
ity to poller-pollee model used for data/status aggregaitio
wireless sensor networks [27]. Research on data aggrega{%)]
has mostly focused on reducing the number of pollers and jitg]
impact on false alarm rates. Our work is somewhat orthogonal
in that it addresses planning with respect to ordering al[llcf]
scheduling of push and pull operations (proactive and react
modes). It will be interesting to study the interactionsimsn
these two problems. [14]

DTN has been an active area of research for the past few
years [6], [5]. The major focus is designing effective ragti
and message dissemination schemes [6], [7], [8]. Typipalf)lls]
routing strategies exploit connectivity patterns, nodebitity  [16]
patterns, packet replication, and social affinity for acing
effective packet delivery [5], [28], [3]. Unfortunatelyesearch 117
on building applications and systems on DTNs has thus far
been confined to simple web applications, distributed filél
systems, and caching [29], [30], [9]. This paper is a step
towards closing this critical gap.

[13]

VIIl. CONCLUSION [19]

Current centralized CED techniques have significant lim-
itations that make them ineffective for multi-hop DTN en{20]
vironments. In this paper, we present Comet, which, to the
best our knowledge is the first decentralized multi-leve DCE
planner in which the multiple DTN nodes share CED task®1]
Comet’s planner is characterized by three novel techniques
First, it constructs cost-and-delay efficient CED treeqigisi  [22]
unigue h-function. Second, it incorporates a two-phasépus
pull conversion heuristic that employs both single-taraed
multi-target pulls to progressively lower CED costs. Third2g
a unique technique called shorting is designed for creating
virtual topologies. Shorting creates virtual CED trees liyie [24]
nating junction nodes at various levels of the CED tree gber
countering scenarios in which detecting sub-CEs at ever\é
junction leads to suboptimality. Through extensive exper[?]
mental evaluation, we have shown that in most cases Comef
produces significantly better plans than existing cerzeali

CED mechanisms. [27]
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