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Asynchrony in QCA nanocomputation:
elixir or poison?

Mariagrazia Grazian®ember IEEE, Marco Vacca, Davide Blua, Maurizio Zamboni
Dipartimento di Elettronica, Politecnico di Torino, CorBaica degli Abruzzi, 24 Torino, Italy

Abstract—Quantum dot Cellular Automata (QCA) technology through a transient switching favored by the influence of the
is a possible CMOS substitute. It requires a clock-like sigal to  neighbor cell [3] (see section Il for details). Thos and off
assure information propagation. This likens a QCA circuit to switching likens this field to &lock signal. It is provided by

a fully pipelined architecture, where pipeline depth is layut - . L .
dependent. Only asynchronous organization of architectual a special wire, external to the nanomagnets circuit, in whic

blocks enables the realization of complex circuits. The usef Null @ current flows with a proper timing generating the magnetic
Convention Logic (NCL) is one among the proposed solutions. field. It is worth remarking that this signal is far different

However there is no certainty that the balance between posite  from the clock normally used in CMOS digital structures. In
and negative aspects of this logic will be favorable for QCAWe fact, it just enables the information propagation for eveei}

analyze pros and cons of NCL and Boolean logic circuits appid Lo . . - :
to QCA, using a VHDL behavioral model of QCA gates, in terms throughout the whole circuit. It is not a signal which detse

of speed, latency, power and area. We point out a critical prolem @ Synchronization to special gates like registers. To gitzat

related to feedback signals: Clearing it is mandatory in orcer to  information propagation in every direction, this wire mbst

implement complex QCA circuits. Finally we propose a hybrid routed using a complex layout. At the same time, the physical

logic solution which is the best compromise between perforance ¢ 4gipijity of the structure which generates it should net b

and problem solutions, and we give a sound answer to this pape . . . - .

title question. ngglected. Starting from [2], we _mve_stlgated this probimmal
discussed a “snake-clock” solution in [4][5].

The unavoidable use of this type of organization leads to
two main issues. First, the clock signal gives to QCA cirsait
wavefront pipelined behavior and leads to the “layout=tigii
problem [1]: The propagation delay of a QCA wire depends

. INTRODUCTION on its layout (see section Il for a more detailed explanation

Cellular automata principle was recently and successfullp really understand the burden of this critical aspect a
applied to electronic digital circuits, leading to the Quarcomparison could be done with a particular situation in CMOS
tum dot Cellular Automata (QCA) idea [1]. In the generatircuits in which every wire has a pipelined structure. More
principle a QCA cell has two different charge configurationspecifically, a wire pipelined with a depth which depends on
representing the two logic values '0’ and '1’ (Figure 1.A)routing (i.e. the longer the routing the bigger the number
These building blocks are placed at small distance on the sani stages) and not on the circuit logic function. In this
plane. The electrostatic interaction between neighbols cesituation the standard skewing and deskewing stages are not
drives the information through the circuit. There are twdmmajust a designer choice, they are a constraint complicated by
implementations of this theoretical principle: molecu€A, placement and routing of cells. Those constraints could be
where the cell is a complex molecule, and magnetic QCénsatisfiable in complex circuits, and automatic CAD tools
[2], where the cell is a single domain nanomagnet (Figumduld not be of help to leverage this problem in realistic
1.B). Though magnetic QCA (MQCA) allow speeds (hundredesigns.
of MHz) lower than the perspective molecular ones (few A second issue also arises. One could argue that the
THz), they offer several specific advantages. These includecessity of thisclock used to move information does not
small area, a very low power consumption and the possibiliprevent from having a real clock signal, as in the standard
to combine computation and storage [3], but, especially, tEMOS circuits and completely unrelated to the former one.
experimental feasibility with technology currently awedile But this is the point: though not impossible in principle, it
[2]. The International Technology Roadmap of Semiconductaould be almost unfeasible in practice for circuits of retidi
mentions thus MQCA as worth studying in order to proofomplexity. Up to now, no effectivelirect solutions to this
whether they can be a replacement for CMOS. problem have been proposed. There are two possibilities:

It has been demonstrated that the switching from one to tblsing another external field, or delivering it through the
other QCA logic state should be adiabatic [3]. Cells are thmsagnetic cells coping with the “layout=timing” constraint
temporarily driven to an intermediate unstable state uaimg Both, at the moment, are not practicable solutions. ifderect
external field [3], a magnetic one in the MQCA case. It reducepproach consists in fronting the fact that this technolbogs
the potential barrier between the two stable states an@®rasot allow to use the well known primitives of the synchronous
the previous value stored in a cell. Releasing the exterelal fi world, and to exploit the potentialities of an asynchronous
means to drive the cells toward a stable hold state. Thisreccdesign style. If, in the CMOS digital world, asynchronous

Index Terms—Magnetic Quantum Doc Cellular Automata;
magnetic memory; VHDL modelling; Null Convention Logic;
Asynchronous architecture; latency insensitive design.
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Fig. 1. A) QCA cells. B) Magnetic QCA cells. C) Possible Closignal distribution below a wire of magnets (see [5] for ds}aD) Two examples of
magnetic wire crossing (see [2],[11] for details). E) A Matgo QCA inverter. F) Clock signals timing behavior. G) Gtophases sequence and magnets
behavior. H) Top view; layout example spanning four clocke® for three wires and a basic logic QCA cell, the Majorittevo MV = AB + AC + BC
(symbol in the bottom right detail). 1) Magnetization belmavin time of the output MV magnet obtained using a finitefeliénce nanomagnetic simulator
(NMAG [12]): Magnetization starts form 0, due to an applirdseTfield, and then changesWITCH) to a negative stable valuei¢LD).

systems are often seen as a niche for specific applicatiobased on NCL logic. The comparison includes speed, latency
which are now rapidly expanding [8], in the QCA case they atevels, power dissipation and area. It is based on a VHDL
an enabling solution. In asynchronous circuits a block is nbehavioral model of QCA circuits we developed [5], and
only associated tahich logic function it is executing, but also applied to two specific circuits: a 32-bit ALU and a parallel
to when it is going to execute it, with respect to the informatiomemory with 4 address bits and 14 data bits. A discussion
flow. This is a potentially perfect scenario for QCA. And thigollows on a problem (section IV) related to feedback signal
is the reason why one of the proposed solutions consistsTihis arises from a layout and technology aware design of
adopting the asynchronous Null Convention Lddit (NCL) a complex circuit like a microprocessor. We thus propose
[6]. It does not need a clock and manages the timing af hybrid solution (section V), between NCL and Boolean
logic propagation using encoding and exploiting acknogéed logic, that solves the feedback problem and which, though
signals. It is totally delay insensitive and thus helps sgthe not the only possible solution, is demonstrated being a good
“layout=timing” issue. The consequence is then the redacticompromise between performance and feasibility.
of synthesis and physical design constraints and the ghigsib
to avoid a real clock. The number and the position of logic Il. MAGNETIC QCA CLOCK SYSTEM
gates is constrained like in the standard digital circaitg] the ~ Magnetic QCA circuits are built using single domain nano-
same principles and automatic algorithms can then be adopt@agnets with only two stable magnetizations (Figure 1.B).
A general NCL implementation applied to QCA circuits isThis is favored by their rectangular structure which impln
proposed in [7], while a specific solution for magnetic citsu evident shape anisotropy. The magnetization vector islipara
is presented in our work in [4][5] and is the starting point foto the long side (easy axis) of the nanomagnets, and this stat
this work. The proposed system is thus a GALS one: Global difficult to change. To switch a nanomagnet from a state to
Asynchronous (the handshake protocolaltow information another a strong magnetic field is required, caikmtk. It is
propagation) and Locally Synchronous (the clock system @ected along the short side (hard axis) of the nanomagnet.
enable information propagation). GALS circuits are recentlyVhen applied, it forces the nanomagnets in an unstable state
used in traditional designs to successfully leverage théans Their magnetization is redirected along the hard axis. When
due to interconnect delays [9] or to different synchronarat the field is removed, nanomagnets realign themselves in an
sub-systems [10]. They can thus be effectively adapted astiferromagnetic order along the easy axis.
nanotechnology designs to enlighten their real potetigali ~ To avoid information propagation errors during the reorder
ing, only a small number of nanomagnets (between 10 and
Despite the beneficial effects of NCL to the functionality20 [2]) can be placed together. Therefore the circuit plane i
our preliminary investigations show that NCL logic appliediivided into small areas, each influencing a limited number
to QCA technology have several consequences, as alreaflynanomagnets. In each area they can be organized in a
demonstrated in previous works [8]. The plain applicatiosimple sequence, like in Figure 1.C, which represents a; wire
of this logic is then not necessarily a panacea. Thus, afarin more complex structures, like in Figure 1.D, where two
a brief background on QCA clock system in section Il, wexamples of crossing between two wires proposed in litezatu
present (section Ill) the complete comparison, never gitech are given [2][11]; or even in blocks able to execute a logic
before, between a fully synchronous QCA implementatidanction, like the inverter in Figure 1.E, or the Majority teéw
based on standard Boolean logic and a GALS QCA solutigsee later on).
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Fig. 2. A) Microprocessor structure. B) Instruction memarghitecture. Delay blocks (gray colored) are only preserthe Boolean implementation. C)
ALU architecture Delay blocks (gray colored) are only prese the Boolean implementation. D) Memory cell structusséd on Majority Voters (MV) in
a Boolean implementation. E) Memory cell structure basedN@b logic gates, themselves based on MV [5]. F) Full Addeudtire based on Majority
Voters (MV) in a Boolean implementation. G) Full Adder sture based on NCL logic gates, themselves based on MV [5].

To drive the information through the circuit, independgntl1.H shows an example of a top view where three signals are
on the logic function, a multi-phase clock system is neagssarouted through three zones, and carry information to a basic
We have proposed a 3 phases snake-clock [4],[5]. The are®GA logic gate: the Majority Voter (MV=AB+AC+BC). In
split in groups of sub-areas, each organized in three cloEigure 1.1 the magnetization transient of the MV output (the
zones (a simplified example is in Figure 1.C), driven by eentral element in the evidenced MV sub-block) is depicted.
different signal. The signal waveforms, i.e. pulses witthage This is obtained by an accurate finite-difference nanomtégne
shift of 120 degrees, are shown in Figure 1.F. The sequersimulator [12]. The case reported here corresponds to the in
of three clock phases is repeated along the entire circitit, wvalues shown by arrows in Figure 1.H (A=1, B=0 and C=0), so
order 1-2-3-1-2-3. the output is expected to go to '0’. Indeed, the magnetimatio

. . . starts from a zero value, as the magnet was previously in a

Figure 1.G shows the magnets operations according to cloc } ) : : o
L RESETstate; afterwards it switches to a negative magnetization

sequences. In the first time step the cells of the second phas

are in aHoLD state: No external field is applied and they arvaﬁje, the logic 0, which is then maintained in the hold state

therefore in a stable state. This has a great influence on '[hee delay found here depends on the magnets aspect ratio,

nanomagnets of the following (the third) clock zone, thatiar on they horizontal _and vertical distances, and on the magne
.material used (typically Permalloy or Cobalt). The maximum
a SWITCH state. These magnets reorder themselves followin . .
. . cfock frequency is bounded not only to this delay, but also
the nanomagnets of the second clock zone, which act like an . .
: : ; . . t0 the delay of the nanomagnets representing the wire that
input signal. At the same time, magnets in the previous zong,

the first, are in aRESET state: This means that the externals Y the information within the same phase. So the sum of

o ) : T all the delays of magnets within a zone during $wITCH
field is applied, their magnetization is directed along thers hase roughly defines 1/3 of the clock period. To achieve
axis, and they have a very small influence on the clock zoﬁe '

2. In the further time step, this situation is repeated, bitih w ast frequencies, then, a limited number of magnets should
N S . ' be placed within a phase zone. Nevertheless, the smaller the
the first clock zone (which is the next in the clock zone . . ; N
sequence 1-2-3-1-2-3) in theawITCH phase, the second in thephase zone, the smaller is the size of the wire delivering the
RESETand the third in theioLD state. The information movesC|0Ck' Typical sizes of magnets af@nm x 100nm with a

along the circuit following the clock zone sequence. FigurseDace of20nm between two of them. It is then easy to see



an opposite constraint: The higher is the number of magnetsderlying that the two bits encoding doubles the wires, and
in a zone, the easier will be the clock fabrication, at least as a consequence, many crossing points could be necessary.
long as nanowires can not be really used for this purpose. Theough this is a complication, it can be faced, as coplanar
estimated realistic frequency reported in literature isuad wire crossings (examples are in Figure 1.D) have been exper-
100MHz [3]. imentally demonstrated [2][11].

It is thus clear that in a QCA circuit, even in the case of a In this paper we aim at clarifying whether this asynchronous
simple wire, which crosses many clock zones, the informati@ircuit organization is an effective solution for QCA. We
propagates with a delay of 1 clock cycle for every groupompare Boolean and NCL logic using our VHDL behavioral
of three zones. This is an intrinsic pipelined behavior andodel [4][5]. Logic gates are considered ideal, with no gela
makes clear a fundamental QCA property: The length ofkat the wire propagation delay through the clock zones are
wire depends on the number of clock zones it crosses, and #iraulated using a register for every phase zone, having as a
propagation delay of a wire depends on its length. The cotleck the correspondent clock signal of the zone (as in Eigur
sequence is the complexity in designing QCA circuits basddF), and thus reproducing the pipelined circuit behav@r
on synchronous Boolean logic. The length of the wire at thmodel is based on the realistic physical structure of eveZy N
inputs of every logic gates must be equalized to synchronigate, basing it on the physically feasible “snake-clock” we
signals (“layout=timing”). This is in theory feasible onlging proposed in [5]. Every gate is carefully designed in order to
specific algorithms, but for complex circuits the constiginbe feasible, and the VHDL description reflects this design.
could be unbearable. We have improved this model allowing for a hierarchical

As mentioned in the introduction, a possible solution coulelstimation of the circuit area and power dissipation. The
be using a real clock signal, i.e. a further signal whichweB structure of this model is not described here in details &fes
synchronization to blocks similar to D-Flip-Flops in CMOSof simplicity, as not the aim of the paper. The model is based
circuits. The D-FF would delay the progress of data until an the real number of magnets of the basic logic gates, and
synchronization signal would be sampled. Though it is raturhierarchically estimates the total number of nanomagmets i
to think at it as similar to CMOS structures, it is difficultbe parametric way, in order to obtain a realistic approximatio
implemented. As long as we want to stick to a solution whichhe power dissipated by the nanomagnets is then calculated
is really feasible with current technology, this solutiomshto multiplying their total number for the power dissipated lack
be set aside at present time. one (approximatelp0 — 40K gT [3]). Starting from the total

A balm to such a situation is to conceptually split innumber of magnets we also evaluate the circuit area, useg th
formation propagation into two levels. The first is strictlynagnets dimensions and some parameters to take into account
connected to the physical signal propagation, which must txasted space. Using the reckoned circuit area, and knowing
synchronous. The other is the logic signal propagation. Thiee clock zone dimensions, we can estimate the length of the
latter can rely on an asynchronous delay insensitive ldgine clock wires and their power dissipation due to joule effétie
of the possible choices is the NEL [6]. Other asynchronous power is estimated using the most efficient clock generation
implementations could fit this problem. We started this anaystem currently proposed in literature [13].
ysis from NCL considering that it was proposed in [7] as a
promising solution, but that its benefits and aftereffeasgeh I1l. SYNCHRONOUS VERSUS ASYNCHRONOUS

not been established jet in terms of realistic performance. In this work, a reference architecture is a microprocessor,

In NCI.‘ every signal is coded using two bits, that can asSUMiescribed in section V and sketched in Figure 2.A. For a
two dlffer,e’nt Vallfe,S: DATA = 01 or 10 (_that st_and fo_r HYetailed comparison between a fully synchronous and an
Boolea_n 0 and_ 1) anc_:l NULL = 00, while 11 is forbid- asynchronous solution we chose two of the main processor
dgn. Circuits switch penoqllcally from N.ULL to DATA’_ anq components: the Arithmetic Logic Unit (Figure 2.C) and the
viceversa. The advantage is that the.swnch of a gate 'nre'ﬂi]ﬁstruction memory (Figure 2.B), both discussed herein.
directions occurs only when all the inputs assume the same
coherent value (all NULL to DATA or, in the opposite case, all
DATA to NULL). The delay insensitivity is thus assured, apthA ALU
cost, of course, of an increased complexity. The consegsenc The ALU organization is the same in both Boolean and
of this choice are twofold. First, it is not necessary towd®li NCL cases at the higher hierarchical level, the only diffiere
a synchronization signal; second, gates can be placed wtithbeing the delay blocks (gray in Figure) added to the Boolean
worrying about delays and synchronization, and thus toprdo solution to synchronize signals. The architecture is a Emp
synthesis and physical design can be inherited from CMO®Bple carry adder for addition and subtraction, and a logic
circuits design flow. Currently a few attempts to this pugodlock for AND/OR operations. The output multiplexer setect
have been done in literature in the general QCA case, both fmtween logical and arithmetical operations, while theutnp
synthesis and for placement. Although a lot of work has to lmultiplexer selects, if needed, the negated operand for two
done, especially in the magnetic case, results show that itcomplement’s subtraction.
possible to rely on these algorithms. Each Full Adder is based, for the two logic cases, on the
NCL logic is based on several basic cells: Their detailextructures in Figure 2.F and 2.G respectively. The Boolean
behavior can be found in [6], while their application to @olution is implemented starting from the MV; NCL circuit
magnetic QCA circuit can be found in [4][5]. It is worthrelies on NCL gates, internally based on MV. Details on this



structure can be found in [5]. It is enough to note here thato asynchronous registers (a transmitter TX and a receiver

double wires for each logic signal are present and that,¥er eRX) that generate and exchange this handshake protocol:

ample, TH23 gate has function OUT=MV(B,C,OUT)+A. The , A DATA is propagated from a register output (TX) to the

internal feedback is necessary to assure the delay inségsit input of the next one (RX) through the combinational
Data are represented using 32 bits. Simulation resultsnare i ¢jrcuit.

Figure 3 and 4 for the Boolean and NCL version respectively., At this point register RX receives the DATA and sends

As previously mentioned the behavior is intrinsically giped back an acknowledgement (ACK) to the previous register
(TX).
al 2 ( ‘ i « When ACK is received at TX, a NULL (all the outputs
bl A ‘ | to '0") is sent through the combinational circuit.
selt 0 f « RX receives the NULL and sends back another ACK
selz 0 f "GLITCH signal.
sum 0 3 {@\xi « Once this second ACK signal is received TX register is
cout 0 | \@7 ready to accept a new data from its combinational input.
coekd T LML M sl So, the behavior of QCA circuits is pipelined for what
gocke [1 1L ML L r L V.. concerns magnetic signal propagation, but the asyncheonou
clock3 [ L ([T

HgNyligNglply nnnrmn protocol freezes the circuit from the logic point of view and
bsbobo'pe ' ' | | ' 40b000'pe } JLAO e S accepts a new data only after the completion of the DATA-

NULL cycle. An important remark is due at this point. The

propagation time of the signals through the circuit and the
Fig. 3. Boolean logic ALU simulation results: 2+1 and 2-1 apiiens are Propagation time of the ACK signal are equal to the latency
shown. SignakEeL1 defines addition or subtraction. of the combinational circuit. This means that an asynchusno

register accepts a new data only after a time equal to 4 times

_ o _ e
as evident in Figure 3. At every clock cycle a data is acceptpdﬁ circuit latency (one time for the propagation of the DATA
at the inputs, and an output is correspondingly generaigde time for the propagation of the NULL and two times for
with a high latency. The Boolean implementation of the alge propagation of the ACK signals).

is troublesome. Signals must be precisely synchronized ingpie | shows the comparison between the two ALUS in
order to obtain working circuits, otherwise problems a@se orms of latency, area and power dissipation due to nano-
discussed in the following. In this simulation the delay loé t magnets switching. The power dissipation increased, kit th
schhrqnizin_g blocks was intentionally altered to show ho_‘é{rea occupied by the NCL version is more than two times
critical is this problem. In the example chosen, two logigjgger. This is easy to explain with the two bits coding of
operations are performed, first the addition 2+1, and then th,s NCL logic, and the relative additional interconnection
subtraction 2-1, according to selection sigaall. The circuit oyerhead. The latency of the circuits is also double than the
has a long latency due to its intrinsic structure, and resulyygiean one. Therefore NCL logic solves the “layout=tiring

are available after a long delay (skipped in Figure). The firgq e allowing a less constrained design flow through standa
available output is correct (3 due to the addition). Durihg t design automation algorithms. This comes at the price of

next clock cycle, the output correctly changes becauseef treasing the area of the circuit and slowing down the
pipeline, but the result shown is wrong. At the further Clocbperations. As previously remarked, a Boolean QCA circuit
cycle the output changes again and now the results is correfdeents a new data after each clock cycle. On the contrary a
This behavior is caused by a mismatch in the propagati@bA NCL accepts a new data after a time equal to a multiple

time of the first selection bit, which internally changes ong; the latency. This time is itself bigger than the latency of
clock cycle after the input signal, generating the glitdhit e Boolean version.

is a demonstration of the “layout=timing” issue). It is wort

noticing that this glitch has the same importance that itihas

CMOS circuits when for sure it is sampled by a flip-flop; 1 Parallel Memory

is an error which propagates throughout the circuit. We run the same type of comparison for a parallel memory
The use of NCL logic totally eliminates this problem. An(Figure 2.B) organized as a 16x14 matrix (the microproaesso

example is in Figure 4 where two operations are shown usiimgtruction memory). The structure is quite simple. A desrod

NCL encoding, a logic OR and an addition (bottom detaiis used to select the desired row of the matrix and the

show the Boolean conversion for clarity). It is worth natigi correspondent output of the memory. Like in the ALU, delay

how every signal is encoded using two bits and how signaiocks (colored in gray) are used only in the Boolean version

periodically switch from DATA to NULL: A new data is to synchronize signals. A detail for a memory cell for the two

accepted only when all the inputs switch to the NULL statiegic types are in Figure 2.D and 2.F.

independently from their delay. In this way circuits work The waveforms are not shown for sake of brevity, but table

normally also in presence of different propagation delays. | shows a comparison between the two implementations. Here
NCL logic, like every asynchronous logic, requires a conthe difference between the two logic choices is huge. This

munication protocol to operate. This can be gathered byrBigus due to the complexity of the memory cell implemented in

2.A, where every block of combinational logic is embraced bMCL logic as evident in Figure 2.F. The power consumption
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Fig. 4. NCL logic ALU simulation results: an OR and and adgitiare shown. Top waveforms are NCL encoded, while bottoraildedre their Boolean
translation.

of the memory is around 100 times bigger than the Boolean IV. FEEDBACK IN QCA CIRCUITS
one, and the area is 44 times bigger. The power dissipationyorking with a complex circuit like a microprocessor
due to the clock wires, estimated using the area, the zonggws us to pinpoint a negative characteristic which isdgp
width and the technological choices in [13] for what consermyt pipelined circuits, but amplified in QCA technology. To
the magnetic field application, are reported in the lastmolu focys on an example we can consider the structure shown in
in table. Data are on the same order of the magnets POwWeE right section of Figure 2.A. Here one of the ALU inputs
consumptlon_, and maintain in all the cases a trend similar i©connected, using a feedback signal, to its output. The ALU
the one obtained for the magnets. _ _connected in this way performs the addition between an input
The difference in terms of latency is not so big but stilhng the result of the previous operation. However, since the
high (about 6 times). Notwithstanding the higher memorycit is intrinsically pipelined, it accepts a new dataesery
complexity, the latency of both memories is lower than thgack cycle, but, as shown in Figure 2.A, the feedback loop
two ALUsr Th_|s is paused by the C_h0|ce of the ripple carrygs 4 propagation delay e 100 clock cycles due to the
adder, which is a high latency circuit. number of clock zones it crosses in this example. Therefore
Furth oo he NCL hi at the next clock cycle, it performs the addition between an
urther optimizations on the memory architecture akgy, i ang the result of the operation occurred 99 clock cycle
possible, and therefore we can expect a performance IMProyge o
ment. However this results show th_at NCL logic is not suited This problem is well known, as it is typical of conditional
for memory structures (at least applied to QQA technology), jumps in RISC microprocessors. However, in the case of QCA
it could s_everel_y worsen results even defeating the adgastacircuits, it is heavily amplified by the high pipeline stages
of adopting this technology. A Boolean memory would bg by every loop in the circuit. Only the adoption of an

better: to use in this case(:j, Iproxlded thatf a good input signaly . -ronous logic like NCL can solve it, as the computation
synchronization Is assure -n the case ota memory 't. IeEasy performed only when all the signals arrive to the inputs of
to assure the absence of glitches. This because of it |tseh|g e circuit. This means that a new ALU operation is executed
regularity, because the cells are small, and because INGHly when the result of the previous one has passed through

a memory sty_le choice, iny the parallelism could Changfﬁe feedback loop and arrived at the inputs of the ALU itself.
without impacting the relations or delays among cells. Qjea

until a physical realization is not done, this assumptiomna

V. MICROPROCESSORMIXED LOGIC SOLUTION
be really proven.

On the basis of previous considerations we can claim that
for QCA technology the Boolean logic in a synchronous
environment is the best theoretical solution to obtain mmaxn
performance. However, implementation related aspedts, li

TABLE | delay synchronization and feedbacks in sequential cBcuit
ASYNCHRONOUS VERSUS SYNCHRONOUS COMPARISON prevent its actual applicability. If the first issue could in
Area Catency Power | Power Clock| ~ SOme cases be overcome with the devglopm_ent of an ad-
[um?] | [n. clock cycles] | [uw] [uw] hoc algorithm to automatically synchronize signals (when
ALU Bool 133 34 0.52 0.86 possible), the second issue can be solved only using NCL
ALU NCL 2.64 72 1.04 1.65 loai py . | ;
Mem Bool 104 6 0.39 0.65 ogic, and accepting to lose performance. _
Mem NCL 44.38 26 36.60 27.66 We thus propose a solution to achieve the best compromise
Microprocessor| 10.60 426 3.88 6.62 between circuits feasibility and performance optimizatia




I T UL L U U L L U LU L LU Ack
L - load'Instr rom memory
J 57 load instr from memon I FUFLML L MU UL P UL L LU LR ov o)
I 3 - store 12 (1100) w1 * A + + < L+ + ovf (1)
1 4 -subtract 3 (0011)
|5 - store result T T [ K} K + 1 F [ F1]2ut 4 (0)
| 6 - counter+1 'y " + [ : Il + Mk Qut 4 (1)
1 7 - store new counter 1T | |
8 - load result of sub
9 - if result=0 stop else 10 UM L MU U U L e Uy jOut 3 (0)
10 - subtract 3 (0011) M + 1 1 + - f1 F1jout 3 (1)
| 11 - phases from 5 to 10
} 12 - phasesfrom 5 to 10 T4 UMM LML+ L+ f f U FLCut 2 (0]
}__ 13- phases from 5 to 10 b e ] M f1_1-n M1 . + outz (1)

14 - sub result=0, stop

:Lshow final data 4(0100) mrerl nl b MLm= nnrFrur i fout 1 (o)
+ + * |_|__J_|_+_J_|_J_| - + I + H: + + | Qut 1 (1)
‘ T T T T T T T T T T T T I T T T | T T T T T T T | T T T T T T T T ‘ T T T N :
0.pu s0.0U 100.0U 150.04 200,01 250.0U s00.00 350.0U 400.0U ch" 12019381
Tirpie (=0
1 2|3|4|5|6|7|8|9|10 11 12 13 14

Fig. 5. Division algorithm execution: 12/3=4. In the leftset a description of the phases numbered in the bottom ofithed:

mixed Boolean-NCL logic. The asynchronous structure islusas our QCA processor. We have synthesized it on a 45nm
for the global architecture, leaving the synchronous smiut standard cell technology and we have calculated its totabpo
for sub-blocks (for example the memory) where NCL wouldissipation, which results in 536V. The QCA solution is
critically compromise results. Such approach requiresudee then advantageous: As shown in table I, it dissipates just
of appropriate interfaces between the two logic topolagies 3.88+6.62=10.61 in the mixed case. The power is estimated
To test the proposed solution we implemented a simp&s explained in section 2 and it is worth to remind that it is
four bit microprocessor (Figure 2.A) composed by four maibased on several constraints and parameters chosen ta obtai
components: a program counter, a parallel memory able agealistic evaluation.
store 16 instructions of 14 bits, a data memory with 4 memory
cells of 4 bits each, and the above mentioned ALU. The
microprocessor is organized in 4 asynchronous (logic)lipipe
stages, where a pipe stage is a combinational circuit eettlos This study soundly allows to answer to this paper title ques-
within two asynchronous registers, which solve the feeklbagon. A totally synchronous architecture in QCA technolpgy
problem. In this implementation, only the two memories us@ought granting high data throughput, would be unfeasible
Boolean logic (grey in Figure) as the most critical if NClas it would require really complex synchronization progegu
based. to solve the “layout=timing” constraint and could be apglie
A division algorithm allows to test the architecture: a 12/8& combinational circuits only. Decisive relief is grantiéch
division is reported in the example in Figure 5. The wave®rnglobal asynchronous circuit organization, for exampleedas
are organized in phases from 1 to 14 for sake of clarity. Tlem Null Convention Logic, is adopted. No synchronization of
phases are briefly described in the Figure inset (left). signals and both combinational and sequential circuité wit
The microprocessor performance are shown in table dny order of feedback can be implemented.
The latency is high, due to the design complexity and the As for all medications, collateral effects may arise, espe-
lack of optimization, anyway an interesting comparison carally if dosage is not respected: Circuits are bigger, slow
be made with the parallel NCL memory alone. The wholand more power hungry (due to the increased complexity). If a
microprocessor is 4 times smaller and it has 10 times lgssisonous effect is to be avoided, trade-offs must be chyefu
power dissipation than the memory NCL alone. This clearvaluated, and, when a block regularity reduces the burflen o
shows that our approach is correct, as it allows to buildyevesignal synchronization, synchronous blocks can coexigh wi
kind of QCA circuits without losing too much performanceasynchronous ones.
Clearly, the memory must be carefully designed in order to This solution is a compromise between performance and
synchronize delays. However this is not complex as for otheifcuits feasibility. It is also clear that QCA technology i
blocks due to intrinsic regularity. best suited for pure combinational circuits, were it camgea
A final remark can be done on power dissipation. Anonsistent advantage over CMOS technology, in terms oftspee
evaluation has been done to compare this QCA mixed sand especially power dissipation. General purpose cgarg
lution to an equivalent CMOS one. We have implementetkasible using the asynchronous approach, but at the pfice o
using CMOS technology, a microprocessor with the san@wering the overall performances. However, results slipwe
structure and operating at the same frequency of 100MH=en in this case, advantageous.

VI. CONCLUSIONS



Our future efforts will be directed toward finding a diffeten
solution, still asynchronous but not based on NCL logic. The
aim is clearly to obtain a significant leverage of the NCL
burdens. At the same time our efforts will be directed toward
an automatic circuit synthesizer, placer and router forldsro
QCA logic circuits.
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