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Abstract— This paper presents an optimization framework,
based on Genetic Algorithms, for the control of the "security
level" of a Cyber-Physical System (CPS). The security level is a
quantity that has been studied in several industrial standards,
among which we selected the Open Source Security Testing
Methodology Manual (OSSTMM). The proposed optimization
solution is validated on scenarios representative of real opera-
tions of a security evaluator, and numerical simulations report
the performances obtained by the algorithm.
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I. INTRODUCTION

In recent years, the study of Cyber-Physical Systems
(CPSs) has become a topic of great interest for control
system researchers, as CPSs bring together problems derived
from classical control theory with concerns related to com-
puter science and cyber-security [1]. In their most general
definition, CPSs can be considered as interconnected systems
that integrate both physical capabilities and computing power
[2] and have found application in several fields, spacing from
manufacturing [3], healthcare [4], telecommunication [5]–[7]
and transportation [8] networks, power systems [9], [10] and
aerospace [11].

Several works available in literature focus on real-time
control of CPSs [12]–[14], and their real-time monitoring
[15], [16], in order to detect attacks or anomalies that
may be affecting the system dynamics. Consequently, a
significant amount of effort was spent for identifying suitable
models and modelling frameworks by the authors and other
researchers in the field [17]–[21].

Another research direction in the field of CPSs is the
one related to their security assurance [22], as, for such
complex systems, assuring their controlled operation may not
be sufficient to protect them against engineered attacks, such
as data-altering attacks that corrupt/delay sensor readings or
control signals [23]–[25] or attacks that target the system
control logic itself, as stuxnet [26].

The H2020 project ATENA [27], in which this work was
developed, deals with Critical Infrastructures (CIs) protec-
tion and focuses on both of the aforementioned research
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directions, mapping them on the "prevent, detect, mitigate"
paradigm for security. In the context of the project ATENA,
the partners proposed several solutions for adverse event
mitigation [28], attack and anomaly detection [29], [30], and
for the secure design of CI sub-systems [31], [32].

The project ATENA was designed having in mind the
distinction between two different processes for the secure
operation of CPS:
• Risk Mitigation, i.e., the process of reconfiguring a

CI in order to mitigate "risk", a quantity that captures
the likelihood of having a service disruption caused by
detected adverse events or attacks;

• Vulnerability Management, i.e., the process of addres-
sing the known vulnerabilities affecting protected sy-
stem so that an eventual attacker would face a secured
system.

The present work deals with the process of vulnerability
management, and proposes an optimization framework to
control what we will define as the security level of the
protected CI.

The idea of measuring the security of a system is a concept
that is already broadly investigated by industrial standards,
as the Common Vulnerability Scoring System (CVSS) [33],
[34] and the Common Criteria for Information Technology
Security Evaluation (CC) [35]. The modalities applied and
quantities measured in these various industrial standards
are different, but they all share a common idea: security
is something that should evaluate a frozen "snapshot" of
the system, without taking into account ongoing attacks or
threats that affect it.

Among the various industrial standards, the one that is
the most suitable for the purpose of evaluating the security
of a CPS in its wholeness was identified by the consortium
of the ATENA project in the Open Source Security Testing
Methodology Manual (OSSTMM) [36], a methodology that
identifies a procedure, along with several security-related
quantities, that is recognized by the industry as a proper
method for security assessment. The whole methodology
behind OSSTMM is built around the simple concept of
having a balance between the number of interaction points
present in the system (e.g., a PLC that interacts with a field
sensor thought a communication bus), their limitations (e.g.,
the vulnerabilities and weaknesses affecting a encrypted
communication channel between a SCADA server and a
RTU) and the number of active security controls (e.g., data
integrity checks conducted by a PLC before actuating its
controls) put in place to address the identified limitations.



Such a balance introduces the concept that too many controls
may be counterproductive for CPS security, as they may
introduce new limitations and vulnerabilities to the system,
as well as higher maintenance and deployment costs.

The interested reader can find a complete description of
the methodology and its related quantities in [36]; we report
here, for the sake of presentation, the two main indicators
selected for the studies conducted in project ATENA:
• Actual Security, the main indicator of OSSTMM, is

a quantity that measures the aforementioned balance
between limitations and controls. For the sake of reada-
bility for the evaluator, it is reported in a number that
resembles a percentage, but in reality it has a logari-
thmic nature, meaning that even a slight improvement
in its score could have significant implications on the
security of the system;

• True Protection is a more informative indicator that
measures the same balance as Actual Security but
also considering the category of the implemented
controls, identified by OSSTMM as Authentication,
Indemnification, Resilience, Subjugation, Continuity,
Non-Repudiation, Confidentiality, Privacy, Integrity and
Alarm, which describe all aspects of the CPS and the
protection against all types of attacks.

The purpose of this paper is to develop an optimization
framework able to act as a controller for the process of
vulnerability management in CPSs. We note that the pro-
posed solution, described in the remainder of the paper, can
be considered as an off-line planner (and not a real-time
controller). The effectiveness of vulnerability management
will be measured in terms of its repercussions on the
OSSTMM-identified measures of the security level, and, due
to the heavily nonlinear nature of the two selected security
indicators, the optimization will be performed utilising a
Genetic Algorithm (GA).

The remainder of the paper is structured as follows:
Section II reports the needed preliminaries on GAs; Section
III introduces the problem of vulnerability management as
studied in the ATENA project; Section IV describes the refe-
rence scenarios used for testing the presented approach; Sec-
tion V reports some numerical results in order to validate the
proposed solution; finally, Section 6 draws the conclusions
and highlights possible future research directions.

II. PRELIMINARIES ON GENETIC ALGORITHMS

This section reports a brief introduction to GAs to provide
the reader with the needed background to understand the
optimisation method selected for the vulnerability manage-
ment problem. The interested reader can find more detailed
discussions in the surveys [37], [38].

GAs are evolutionary algorithms useful when searching for
the solution in a very wide range of alternatives. They are
inspired by natural evolution and, therefore, the terminology
used in this framework is directly taken from that field. A
candidate solution is considered as an individual of the popu-
lation. Basically, the evolution is regulated by the processes

of natural selection and reproduction. The reproduction ope-
rator enforces the recombination of the genetic information
of the parents, i.e., individuals of the former generation,
mimicking the biological systems, to build a new individual.
The natural selection operator selects the best individuals
of the current generation of the population (according to
the considered cost function, which is also called fitness
function) which will survive in the next generation, resulting
in an evolution towards the “fittest” genotype. A classical
example from the literature is a population of butterflies that
evolves toward the colour that makes it harder to be spotted
by predators.

GAs constitute a powerful optimization framework becau-
se of their relatively simple implementation and because, in
general, they can provide near-optimal solutions in otherwise
intractable optimization problems. Also, they can be applied
to problems coming from different domains and extract local-
optimal solutions even in very complex problems. Due to
their nature, it is very common to find GAs in the resolution
of constrained nonlinear optimization problems and, for this
reason, they are a good candidate for our framework.

The three fundamental operations that most GAs
implement are:

• selection, in which the candidates which return the
largest values of the fitness function are selected, as
in the "survival of the fittest" law of nature;

• crossover, whose aim is the recombination of the ge-
netic information of the parents such that the offspring
belonging to the new generation can inherit traits of
both parents;

• mutation, whose purpose is to maintain diversity within
the population. We induce a mutation to have a probabi-
lity that the new chromosomes will have some of their
genes randomly mutated after the crossover. Mutation
is used to achieve a better exploration of the space of
admissible solutions and to try to avoid local optima of
low quality.

Each of the three operators can be customised depending
on the problem peculiarities. For instance, the selection
operator may be a simple "stochastic uniform selection",
in which the probabilities of being selected depend on the
attained fitness value, or a "tournament selection" procedure,
as in our case, in which the algorithm selects the best element
of a randomly chosen subset of the population, multiple times
in a row, in order to form the set suitable for reproduction.
Full implementation details on our solution will be given in
the following section.

In the proposed framework, the security maximisation
problem will be modeled as a large-scale binary optimisation
problem, making the choice of standard Genetic Algorithms
natural, as they were proven to be both efficient and effective
in such scenarios [38]. It is worth noting that more refined
solution that benefit from other optimisation domains, as
fuzzy logic control systems [39]–[41] or neural networks [42]
and network/scenario decompositions [43], may prove useful
for particularly large scenarios or when dealing with secu-



rity metrics characterised by a more complex mathematical
structure than OSSTMM.

In the following section we are going to formulate the pro-
blem of optimal vulnerability management in an optimisation
form that is compliant with the application of GAs.

III. PROBLEM FORMULATION

The problem of security assessment is usually conducted
by a certified security evaluator who follows a strict proce-
dure, analysing and reporting on checklists and spreadsheets
various characteristics and properties of the studied CPS.

In order to offer a Decision Support System, driven
by an optimization solution, to the evaluators, the crucial
requirements that the proposed algorithm should be able
to meet should be identified. In general, whichever is the
methodology selected for assessing the security level of the
CPS, what the security evaluator seeks is a way to increase
the measured value by an amount that it considers to be
satisfactory for the needs of the client and also attainable
with the available controls. Furthermore, the client may have
several specifications to meet, as, for example, the maximum
deployment cost of the new controls or the need of having
a particular type of control device in place in order to meet
a certification.

On the ground of these considerations, the optmization
problem that is required to be solved assumes the following
structure:

max
x∈X

F (x)

s.t.

x ∈ S ∩D

(1)

where x ∈ X = {0, 1}N represents a decision vector formed
by N binary variables indicating whether the corresponding
available control is to be deployed or not; the cost function
F : X → R represents the selected metric for the security
level assessment; S is the subset of X that contains all
the security configurations that have a security level, for
the selected metric, above the desired one, denoted with
desired_level; D is the set containing all the configurations
that meet additional requirements that may be imposed by
the client.

The vector x can be considered as the security
configuration of our system, containing a complete
description of controls already present in the system (whose
corresponding variables are set to 1) along with the new
controls which can be activated. X is then the set of all
possible security configurations. Hereinafter, we will denote
the i-th element of vector x with xi and with Xm ⊂ X
the population at the m-th iteration. For the cost function
F (x), we selected in the study the Actual Security and True
Protection metrics from OSSTMM - in general, it can be
any of the quantities identified by OSSTMM or a compliant
industrial standard. The set S is defined as

S = {x ∈ X|F (x) ≥ desired_level}.

Note that the inequality constraint in the definition of S
shares the nonlinearity with the cost function. Finally, exam-
ples of additional requirements imposed by the client and
included in the set D are listed below:

• a maximum number nmax of active controls, i.e.,
xTx ≤ nmax;

• the presence of at least a control from a specific set K,
i.e.,

∑
i∈K xi ≥ 1;

• the mutual exclusivity of two or more controls from a
specific set H , i.e.,

∑
i∈H xi ≤ 1;

• a maximum configuration cost Cmax, i.e., costTx <
Cmax in which cost is the vector of the N costs of the
corresponding controls.

Several other requirements can be included in the proposed
framework, under the sole condition that they can be
captured with a constraint that depends on the security
configuration x.

Being the problem formulated so far an heavily constrai-
ned one, we decided to follow the approach presented in
[44], that consists in modifying the cost function F (x) so
that it captures also the constraint violation of the various
configurations x. The augmented cost function assumes the
form:

Fm(x) =

{
F (x), ifx ∈ D ∩ S

fw
m +

∑L
j=1 Dj(x) otherwise

, (2)

where Dj(x) is an increasing penalty function related to the
violation of the j-th constraint/requirement, L is the number
of constraints, m is the current generation of the algorithm
and

fw
m =

{
minx∈Xm∩S∩D F (x), ifXm ∩ S ∩D 6= ∅
0 otherwise

. (3)

In other words, fw
m represents the worst fitness value attained

by the feasible configurations of generation m. The described
approach reduces the probability of reproduction of the
configurations that violate some constraints by penalising
their fitness values.

The associated selection procedure is "Tournament Selec-
tion". The mutation rate follows a fixed probability of 2%
for the switch of each component xi of the configurations
x. The crossover mixes the components of the parents,
picking either of their values for xi with equal probability.
The parameters were tuned after several testings, but as a
general consideration, it is desired to keep the mutation rate
relatively high so that the exploration of the scenario, whose
dimension is exponential in the number of available controls,
is encouraged.



Fig. 1. First generation room, facility located at the dam.

Fig. 2. Second generation room, turbine facility.

IV. REFERENCE SCENARIOS

In order to evaluate the performance of the proposed
algorithm, we considered the scenario described in this
section, defined by means of a questionnaire provided to a
certified CC evaluator and his staff working in the ATENA
project. The validation process starts by the modelling of the
scenario in a form compliant with the proposed optimisation
framework. In the second phase of the validation, the GA
is tested on the model and its results are evaluated in both
optimisation related performances (e.g., computational time,
number of required generations, optimality of the solutions)
and security aspects (e.g., level of security, exactness of
the OSSTMM evaluation). The considered scenario is a
simplified model of a Hydroelectric plant, described from
the viewpoint of an evaluator for security assessment. We
can divide such a system into four different subsystems:
• First generation room located at the dam;
• Second generation room located at the turbine facility;
• Control room;
• Transformation system.
In Figure 1, we report the first generation room we

identified in a typical hydroelectric scenario, located near the
dam that forms the water reservoir. In the generation room we
can find a RTU controlling a set of valves and their sensors,
needed to regulate the water flow into the turbines of the next
generation room. The room is guarded by cameras, whereas
all the communications between the RTU and the SCADA
passes thought a GSM Antenna.

A similar setup is found for the second generation room,
see Figure 2, where we find flow-controlling valves and

Fig. 3. Control room.

Fig. 4. Transformation System

the water turbines that produce electric power. This time,
communications are supported by an industrial switch.

Figure 3 reports the control room, in which the SCADA
servers are located. Here, we find several HMI positions for
the operators, as well as the communication channels that
connect the control centre with the other systems.

The last subsystem we considered is the transformation sy-
stem, where the devices responsible for the power conversion
are located. Once again, an RTU controls the transformers
and the switches, that are located outside of the plant.

In Figure 5, the interconnected system is reported. In order
to run the proposed GA algorithm on this scenario, we nee-
ded to provide a formal framework for its modelling, based
on the representation depicted in Figure 6. Here, we modeled
the assets that compose the various systems as blue squares,
their interfaces as grey circles and their limitations and
vulnerabilities as red triangles. The green hexagons represent
the available controls that may be deployed, depending on the
optimization outcome, whereas the yellow triangles represent
the limitations that affect them.

V. SIMULATIONS

As mentioned in the introduction, we decided to validate
the approach proposed by testing the proposed algorithm
with the two OSSTMM indices "Actual Security" and "True
Protection". The reader may find interest in the manual of
the ATENA tool which implements the solutions presented
in this paper and was used for the simulations, namely the
Composer [45]. For the first two simulations we set a desired



Fig. 5. Complete Hydroelectric system

Fig. 6. Graph Model of the Complete Hydroelectric system

security level to 74.00, a value higher than the starting
score, defined as the configuration with no additional controls
(i.e., the one reported in Figure 6 without any of the green
hexagons or yellow triangles active) but valuated as feasible
by the security experts. In the following graphs, we report
in blue lines the mean average value of the selected security
indicator for the current generation and with the black lines
the best value obtained by any configuration in the current
generation.

In the first simulation, whose results are reported in Figure
7 and whose starting score for actual security was 72.76,
we tested the algorithm on the generation system of Figure
1. We can observe how the actual security increases with
generations, up to the point of having the mean value of
the security level close to the best value. This condition
usually happens when the algorithm finds a (local) minimum
(hopefully close to the global one), as the final population
collapses to similar values.

In the second simulation, we considered the complete
system of Figure 5, for which the starting scores of initial
Actual Security and True Protection levels were 64.94 and

Fig. 7. Actual Security evolution, first simulation

Fig. 8. Actual Security evolution, second simulation

Fig. 9. True Protection evolution, second simulation

61.31, respectively. The lower values with respect to the
former case are due to the much higher imbalance between



Fig. 10. 5x Hydroelectric scenario

vulnerabilities and (inactive) controls. However, as reported
in Figures 8 and 9, after the optimization the system still
attains results comparable with the previous simulation. It is
interesting to notice how True Protection is slightly lower
than Actual Security, due to the fact that it considers also
the category, or type, of the implemented controls. The best
performing configurations, in all cases, did not implement
all the available controls due to the presence of limitations
on the controls themselves; we also consider that the number
of selected control would be even lower if considering their
cost in the optimization.

For the final and third simulation we decided to test the
scalability of the proposed approach. For the simulations
reported so far, the generations required approximately 40s
each on a 3GHz single core processor. We considered a
scenario in which we connected 5 times the number of
each subsystem, save for the control room. The scale of
the scenario is reported in Figure 10. The starting score
of True Protection in this case was 50.83, and we set a
desired level of 61.00. Figure 11 shows that the optimization
procedure still manages to handle such a scenario - with
lower convergence speed. The desired security level is once
again met very rapidly; each generation took less than
4 minutes, highlighting that, as an off-line controller, the
proposed approach is suitable for the process of vulnerability
management.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we presented a solution for controlling
the "security level", as defined in the industrial standard
OSSTMM, of a CPS. We presented a framework based on
genetic algorithms and validated the proposed approach on a
scenario identified by real security evaluators. Simulations
results proved the soundness of the approach as an off-

Fig. 11. 5x Hydroelectric scenario

line controller in a Decision Support System for security
evaluators.

A possible extension of the presented work would be
covering more in detail and extending the utilised security
metrics, as well as testing the approach over a more complete
set of different scenarios coming from different sectors of the
CPS. Scenarios in which the domain of application plays a
more crucial role (e.g., power system in which power flow
determines the degree of freedom of the available controls
[13]) will also be explored, as the addition of physical-based
constraints to the GA optimisation could lead to non-trivial
aspects and concerns.
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